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Abstract. We show a constant factor approximation algorithm for interior guarding of monotone polygons. Using this algorithm we obtain an approximation algorithm for interior guarding rectilinear polygons that has an approximation factor independent of the number of vertices of the polygon. If the size of the smallest interior guard cover is \(\text{OPT} \) for a rectilinear polygon, our algorithm produces a guard set of size \(O(\text{OPT}^2)\).

1 Introduction

The art gallery problem is perhaps the best known problem in computational geometry. It asks for the minimum number of guards to guard a space having obstacles. Originally, the obstacles were considered to be walls mutually connected to form a closed Jordan curve, hence, a simple polygon. Tight bounds for the number of guards necessary and sufficient were found by Chvátal [7] and Fisk [14]. Subsequently, other obstacle spaces, both more general and more restricted than simple polygons have also been considered for guarding problems, most notably, polygons with holes and simple rectilinear polygons [16, 22].

Art gallery problems are motivated by applications such as line-of-sight transmission networks in polyhedral terrains, e.g., signal communications and broadcasting, cellular telephony, and other telecommunication technologies as well as placement of motion detectors and security cameras.

We distinguish between two types of guarding problems. Vertex guarding considers only guards positioned at vertices of the polygon, whereas interior guarding allows the guards to be placed anywhere in the interior of the polygon.

The computational complexity question of guarding simple polygons was settled by Aggarwal [1] and Lee and Lin [19] independently when they showed that the problem is NP-hard for both vertex guards and interior guards. Further results have shown that already for very restricted subclasses of polygons the problem is still NP-hard [3, 21]. Also, Chen et al. [5] claim that vertex guarding a monotone polygon is NP-hard, however the details of their proof are omitted and still to be verified.

The approximation complexity of guarding polygons has been studied by Eidenbenz and others. Eidenbenz [13] shows that polygons with holes cannot be efficiently guarded by fewer than \(\Omega(\log n)\) times the optimal number of interior
or vertex guards, unless $P=NP$, where $n$ is the number of vertices of the polygon. Brodén et al. and Eidenbenz [3, 12] independently prove that interior guarding simple polygons is APX-hard, thus showing that, unless $P=NP$, no PTAS is possible for this problem.

Any polygon (with or without holes) can be efficiently vertex guarded with logarithmic approximation factor in the number of vertices of the polygon. The algorithm is a simple reduction to set cover and goes as follows [15]: compute the arrangement produced by the visibility polygons of the vertices. Next, let each vertex $v$ correspond to a set in the set cover instance consisting of elements corresponding to the faces of the arrangement that lie in the visibility polygon of $v$. The greedy algorithm for set cover will then produce a guard cover having logarithmic approximation factor.

The above result can be improved for simple polygons using randomization, giving an algorithm with expected running time $O(n OPT^2 \log^3 n)$ that produces a vertex guard cover with approximation factor $O(\log OPT)$ with high probability, where $n$ is the size of the polygon and OPT is the smallest vertex guard cover for the polygon [11].

Recently, interesting constant factor approximation algorithms have been developed for the special case of one-dimensional terrains [2, 8]. A terrain is a two-dimensional region above a monotone chain.

We prove polynomial time approximation algorithms for interior guarding of monotone and rectilinear polygons. As mentioned, vertex guarding of monotone polygons is believed to be NP-hard, and furthermore, it is known that covering rectilinear polygons with the minimum number of convex pieces (rectangles) is NP-hard [9]. This suggests that interior guarding these two classes of polygons is difficult and provides the basis for our interest in approximation algorithms for these problems.

The next section contains some useful definitions and an Sections 3 and 4 we describe the algorithms for monotone and rectilinear polygons respectively.

2 Definitions

A polygon $P$ is $l$-monotone if there is a line of monotonicity $l$ such that any line orthogonal to $l$ has a simply connected intersection with $P$. When we talk about monotone polygons, we will henceforth assume that they are $x$-monotone, i.e., the $x$-axis is the line of monotonicity for the polygons we consider.

The boundary of a monotone polygon $P$ can be subdivided into two chains, the upper chain $U$ and the lower chain $D$. Let $s$ and $t$ be the leftmost and rightmost vertices of $P$ respectively. The chain $U$ consists of the boundary path followed from $s$ to $t$ in clockwise direction, whereas $D$ is the boundary path followed from $s$ to $t$ in counterclockwise direction.

A polygon $P$ is rectilinear if the boundary of $P$ consists of axis parallel line segments. Hence, at all vertices, the interior angle between segments are either 90 or 270 degrees; see Figure 1(a).
Let \( VP(p) \) denote the visibility polygon of \( P \) from the point \( p \), i.e., the set of points in \( P \) that can be connected with a line segment to \( p \) without intersecting the outside of \( P \).

Consider a partial set of guard points \( q_1, \ldots, q_m \) in \( P \) and the union of their visibility polygons \( \bigcup_{i=1}^{m} VP(q_i) \), the set \( P \setminus \bigcup_{i=1}^{m} VP(q_i) \) is the region of \( P \) not seen by the points \( q_1, \ldots, q_m \). This region consists of a set of simply connected polygonal regions called pockets bounded by either the polygon boundary or the edges of the visibility polygons.

The following definitions are useful for monotone polygons. Let \( q \) be a point in \( VP(p) \) that lies to the right of \( p \). We denote by \( VP_R(p, q) \) the part of \( VP(p) \) that lies to the right of \( q \). Also, \( VP_R(p) = VP_R(p, p) \).

A pocket in a monotone polygon \( P \) is an upper pocket if it is adjacent to the upper boundary \( U \) of \( P \), otherwise it is a lower pocket. Note that an upper pocket can be adjacent to \( D \) whereas a lower pocket is never adjacent to \( U \).

Let \( SP(p, q) \) denote the shortest (Euclidean) path between points \( p \) and \( q \) inside \( P \).

**Lemma 1.** If \( q \) is a point on \( SP(p, t) \) inside a monotone polygon \( P \), then \( VP_R(p, q) \subseteq VP_R(q) \).

**Proof.** Let \( r \) be a point to the right of \( q \) in \( P \) that is visible from \( p \). To prove that \( r \) is seen from \( q \) consider the vertical line through \( r \) and its intersection point \( r' \) with \( SP(p, t) \). The three points \( p, r, \) and \( r' \) define a polygon in \( P \) having three convex vertices and possibly some reflex vertices on the path \( SP(p, r') \). Since \( r \) sees both \( p \) and \( r' \), \( r \) sees all of the path \( SP(p, r') \) and hence also the point \( q \); see Figure 1(b).

\( \square \)

3  **Interior Guarding Monotone Polygons**

Our algorithm for guarding a monotone polygon \( P \) will incrementally guard \( P \) starting from the left and moving right. Hence, we are interested in the structure of the pockets that occur when guarding is done in this way. We then define kernel expansions of the pockets given a partial guard cover \( G_p \), and then taking maximal non-empty intersection of these we produce the main region that we will be interested in. This region is called a spear and with this can define a well behaved guard cover \( G^* \) that has small size. We finally prove that our incremental algorithm produces a guard cover at most a constant times larger than \( G^* \).
Assume that we have a partial guard cover \( G_p \) in \( P \) and that everything to the left of the rightmost guard is seen. Consider the upper pockets resulting from this guard cover and enumerate them \( \mathbf{p}_i^U \), \( i \in [1, k] \), from left to right. The lower pockets are enumerated from left to right \( \mathbf{p}_i^L \), \( i \in [1, k] \), in the same way; see Figure 2.

![Fig. 2. Illustrating pockets and kernel expansions.](image)

Let \( \mathbf{p}^U \) be an upper pocket. The *kernel expansion* \( \text{ke}(\mathbf{p}^U) \) consists of all the points in \( P \) that see everything in \( \mathbf{p}^U \) to the left of themselves. For the lower pockets we define the kernel expansion symmetrically. The definition of kernel expansion is valid also when no guards have as yet been placed in the polygon. In this case, we take all of the polygon \( P \) to be an upper pocket.

Let \( k \) be the largest index so that \( \bigcap_{i=1}^k \text{ke}(\mathbf{p}_i^U) \) is nonempty. This nonempty intersection of kernel expansions is called the *upper spear* \( \text{sp}^U \), also denoted \( \text{sp}^U(\mathbf{p}^U) \).

We can define in the same way the *lower spear* \( \text{sp}^L \) as the maximal nonempty intersection of the kernel expansions for the lower pockets.

Given the partial guard cover \( G_p \), the upper spear \( \text{sp}^U \) can be computed in linear time as follows. Let \( r_i^U \) be the leftmost point of \( \mathbf{p}_i^U \). An edge \( e \) of the pocket that is also part of \( U \) is defined to have the same direction as when it is traversed during a traversal of \( U \) from \( s \) to \( t \). Following the boundary of the upper pockets starting at \( r_i^U \), for each edge \( e \) of the pocket that is also an edge of \( U \), we issue a half line from \( e \) having the same direction as \( e \). When the traversal of a pocket \( \mathbf{p}_i^U \) reaches the last edge we establish the last point \( q_i^U \) of the edge not seen by \( G_p \) and we extend the directed half line issuing from \( q_i^U \) toward the vertex \( v \) on \( U \) between \( q_i^U \) and \( r_{i+1}^U \) so that this half line has minimum interior angle and does not intersect the exterior of \( P \) above \( U \). Using these half lines in the order they were computed we incrementally find their right half plane intersection in the same way as is done to compute the kernel of a polygon [17, 18]. This gives us the upper boundary of the spear.

To compute the lower boundary of the spear we follow the lower boundary \( D \) of \( P \) from the point having the same \( x \)-coordinate as \( r_i^U \) toward \( t \) and maintain the half lines issuing from \( r_i^U \) having maximal interior angle to \( U \) and such that they do not intersect the exterior of \( P \) below \( D \); see Figure 3. The intersection point between the upper and lower boundary of the spear is called the upper *spear tip* \( u^U \) and we denote it \( u^U \).

In a similar manner we can compute the lower spear \( \text{sp}^L \) and its lower spear tip \( u^L \).

To every spear \( \text{sp} \) we also associate a region called the *shadow* of the spear, denoted \( \text{shd}(\text{sp}) \). If the spear tip lies on the lower boundary \( D \) the shadow is
the empty set. If the spear tip lies in the interior of $P$, the shadow of the spear is the region to the right of the spear tip between the two half lines bounding the spear that intersect at the spear tip; see Figure 3.

The upper and lower spears are dependent on the placement of the previously placed guards so we will henceforth refer to them as $sp^U(G_p)$ and $sp^D(G_p)$ given the partial guard set $G_p$. For each spear, $sp^U(G_p)$ and $sp^D(G_p)$ we denote the upper spear tip $u^U(G_p)$ and the lower spear tip $u^D(G_p)$. If $G_p = \emptyset$, the upper spear $sp^U(\emptyset)$ and the upper spear tip $u^U(\emptyset)$ are well defined.

We prove the following two lemmas.

**Lemma 2.** If $G_p$ and $G'_p$ are two partial guard covers of $P$ such that $sp^U(G_p)$ and $sp^U(G'_p)$ do not intersect, then $shd(sp^U(G_p)) \cap shd(sp^U(G'_p)) = \emptyset$.

**Proof.** We make a proof by contradiction and assume that the two shadows intersect. Assume that $sp^U(G_p)$ lies to the left of $sp^U(G'_p)$ and let $p$ be a point in the intersection of the two shadows. We can connect $p$ to $u^U(G_p)$ with a line segment and then follow the line segment from $u^U(G_p)$ back to its starting point $r^U$ at the leftmost point of the first upper pocket associated to $sp^U(G_p)$. From $r^U$ we follow the upper boundary of the pocket to the rightmost point $q^U$ of the last upper pocket associated to $sp^U(G'_p)$, from this point on to $u^U(G'_p)$, and then back to $p$. This traversal bounds a polygon interior to $P$ that contains completely the lower boundary segment of $sp^U(G'_p)$. However, this is not possible because by construction this segment must intersect the lower boundary $D$ of $P$, giving us a contradiction; see Figure 4. \[\square\]
At this point, it is important to note that a single guard placed in a spear will guard all pockets associated to the spear. However, these pockets can also be guarded by placing one guard above and below the shadow and possibly one or more guards inside the shadow. Now, we are interested in bounding from below the number of guards needed to the right of a spear for the case that no guard is in the spear.

Let $G$ be any guard cover for $P$ and let $G_p \subset G$ be a possibly empty partial guard cover. If $G_p$ is nonempty assume that it has $g$ as its rightmost guard and assume further that all of $P$ to the left of $g$ is guarded by $G_p$. Let $G_f = G \setminus G_p$ and define the following sets recursively:

\[
G_0 = G_p \\
G_i = G_{i-1} \cup \{u^i(G_{i-1})\} \quad \text{for } i > 0
\]

**Lemma 3.** Let $G_f$ and $G_0, \ldots, G_k$ be sets as defined above. If all guards of $G_f$ lie to the right of $u^i(G_k)$, then $G_f$ contains at least $k+2$ guards.

**Proof.** By the construction of the sets $G_i$, we know that their corresponding spears do not intersect, and hence, from Lemma 4 their shadows do not intersect either. Let $g$ be the rightmost guard of $G_p = G_0$.

*Fig. 5.* Illustrating the proof of Lemma 3.

If some shadow $\text{shd}(\text{sp}^i(G_k))$ does not intersect the vertical line through $u^i(G_k)$ then at least one guard is needed in the interval between $g$ and $u^i(G_k)$, contradicting that $G$ is a guard cover for $P$. Hence, all shadows intersect this vertical line. Now, assume that $G_f$ contains at most $k+1$ guards. By the pigeon-hole principle there are two consecutive shadows $\text{shd}(\text{sp}^i(G_i))$ and $\text{shd}(\text{sp}^i(G_{i+1}))$ such that at least one of them and the region between them does not contain any guard, i.e., all guards of $G_f$ lie either above the upper boundary of $\text{shd}(\text{sp}^i(G_i))$ and below the upper boundary of $\text{shd}(\text{sp}^i(G_{i+1}))$ or above the lower boundary of $\text{shd}(\text{sp}^i(G_i))$ and below the lower boundary of $\text{shd}(\text{sp}^i(G_{i+1}))$. In both cases this means that there are points of the last pocket associated to $\text{sp}^i(G_i)$ that are not seen by $G$, giving us a contradiction; see Figure 5.

We say that a guard belongs to a shadow $\text{shd}(\text{sp}^i(G_k))$, if it lies in the interior of $\text{shd}(\text{sp}^i(G_i))$ or it lies below $\text{shd}(\text{sp}^i(G_i))$ but above all other shadows lying below $\text{shd}(\text{sp}^i(G_i))$.

We can, of course, prove similar results as those in Lemmas 2 and 3 for the shadows of lower spears.
A guard cover is called *serial*, if the following invariant condition holds when
we incrementally place the guards of the cover in \( \mathbf{P} \) one by one in order from
left to right.

If \( g_m \) is the \( m \)th guard placed in the order, then \( g_m \) either lies in the
upper spear or the lower spear of the guards \( g_1, \ldots, g_{m-1} \).

The next lemma shows that there is a serial guard cover of small size.

**Lemma 4.** If \( \mathcal{G} \) is a guard cover for the monotone polygon \( \mathbf{P} \), then there is a
serial guard cover \( \mathcal{G}^* \) for \( \mathbf{P} \) such that \( |\mathcal{G}^*| \leq 3|\mathcal{G}| \).

**Proof.** Given a guard cover \( \mathcal{G} \) we transform it to be serial as follows. Order the
guards of \( \mathcal{G} = \{g_1, \ldots, g_m\} \) from left to right. The transformation incrementally adds
guards moving from left to right into two sets \( \mathcal{G}^U \) and \( \mathcal{G}^D \) ensuring that
the next guard place lies in a spear. To make the constructed guard set serial we
employ a plane sweep approach moving from left to right. As soon as the sweep
line reaches a guard, the guard is attached to the sweep line and moves along
it following the shortest path to \( t \). By Lemma 1 this does not decrease visibility
to the right. Now, as the sweep proceeds one of two things happen. Either a
guard becomes the last guard to leave a spear (with respect to the previously
released guards) and it is then released from the sweep line or the sweep reaches
the spear tip without having released a guard. In this case, the spear has been
completely empty of guards. In this latter case, we add a guard at the spear
tip, placing it in \( \mathcal{G}^U \) if the spear is an upper spear and in \( \mathcal{G}^D \) if the spear is a
lower spear. When the sweep line reaches \( t \), those guards still attached to it are
removed (except for possibly one) giving us the serial guard cover \( \mathcal{G}^* \).

To count the number of extra guards placed by this process we can associate
each new guard placed at a spear tip with one belonging to the shadow of the
associated spear. From Lemma 3 we have that a guard belonging to an upper
(lower) shadow can at worst belong also to a lower (upper) shadow. Hence,
\( |\mathcal{G}^U| \leq |\mathcal{G}| \) and \( |\mathcal{G}^D| \leq |\mathcal{G}| \) giving us that \( |\mathcal{G}^*| \leq 3|\mathcal{G}| \). \( \square \)

We can now give the details of the incremental algorithm, displayed in Fig-
ure 6, and prove its correctness, approximation factor and time complexity.

To prove the complexity of the algorithm we note that the loops of Steps 2
and 3 are performed \( O(n) \) times. Computing the spear and its spear tip can be
done in linear time as we showed before. Hence, it remains to show how to do
Step 2.4 efficiently. Let \( \mathbf{VP}(\mathcal{G}) \) be the part of the polygon seen so far: We begin
by placing \( g' \) at the top of the line segment \( l \) and compute the upper spear with
\( g' \) in the guard set. Then, we slide \( g' \) along \( l \) continuously updating the point
\( u^U(\mathcal{G} \cup \{g'\}) \) as we go along. The structural changes of \( \mathbf{sp}^U(\mathcal{G} \cup \{g'\}) \) occur at
certain key points on \( l \). These are

1. when the convex vertex of \( \mathbf{VP}(\mathcal{G}) \cup \mathbf{VP}(g') \) on an edge adjacent to an upper
   pocket becomes incident to a vertex of the polygon boundary \( U \).
2. when an edge of the boundary of \( \mathbf{sp}^U(\mathcal{G} \cup \{g'\}) \) becomes incident to two
   vertices of the upper boundary \( U \).
Algorithm \textit{Guard-Monotone-Polygons}

\textbf{Input:} A monotone polygon $P$

\textbf{Output:} A guard cover for $P$

1. Let $\mathcal{G} := \emptyset$
2. while not all upper pockets are guarded do
   2.1 Compute $sp^U(\mathcal{G})$ and $u^U(\mathcal{G})$
   2.2 Place a guard $g$ at $u^U(\mathcal{G})$; $\mathcal{G} := \mathcal{G} \cup \{g\}$
   2.3 Compute $\bigcup_{g \in \mathcal{G}} VP(g)$, let $p^U$ be the first upper pocket in $P$, and let $l$ be the vertical line segment through the leftmost boundary point of $p^U$.
   2.4 Place a guard $g'$ on $l$ so that $u^U(\mathcal{G} \cup \{g'\})$ lies as far to the right as possible; $\mathcal{G} := \mathcal{G} \cup \{g'\}$
3. Repeat Step 2 for the lower pockets to guard these
4. return $\mathcal{G}$

End \textit{Guard-Monotone-Polygons}

Fig. 6. The algorithm for monotone polygons.

3. when three consecutive half lines issuing from pockets intersect at the same point.

The key points occur at an at most cubic number of discrete points on $l$. (The maximum number of possible common intersection points between three lines among $n$ lines. ) Moving $g'$ in between the key points will make $u^U(\mathcal{G} \cup \{g'\})$ move monotonically to the right or to the left. Hence, by computing the key points, which can be done incrementally in at most linear time, we can find the point on $l$ where $u^U(\mathcal{G} \cup \{g'\})$ lies as far to the right as possible; see Figure 7.

Fig. 7. Computing the rightmost spear tip.

We have the following theorem.

\textbf{Theorem 1.} The algorithm \textit{Guard-Monotone-Polygons} computes a guard cover for a monotone polygon $P$ of size at most $12OPT$ in polynomial time, where $OPT$ is the size of the smallest guard cover for $P$.

\textbf{Proof.} To prove correctness, the algorithm incrementally guards everything to the left of the rightmost guard, hence, it will completely guard the polygon.
To prove the approximation factor, consider any serial guard cover \( G^* = \{g_1^*, \ldots, g_m^*\} \) ordered from left to right in the polygon. We prove by induction that after the \( i \)th iteration of the loop at Step 2, the last guard placed thus far lies further to the right than \( g_i^* \). For the base case, after the first iteration of the loop, note that the algorithm places a guard at the first spear tip, the rightmost point of the first spear, and hence, to the right of \( g_1^* \). Assume now that after the \( i \)th iteration of the loop, the guard \( g \) lies to the right of \( g_i^* \). Since we place \( g' \) so that the rightmost point \( u^V(G \cup \{g'\}) \) of \( s_p^V(G \cup \{g'\}) \) lies as far to the right as possible it has to lie at least as far to the right as \( g_{i+1}^* \). Associating \( g \) and \( g' \) during the \( i \)th iteration to \( g_i^* \), we see that the loop will place at most \( 2|G^*| \) guards in the polygon. Thus, a total of at most \( 4|G^*| \) guards are placed. By Lemma 4 we can choose \( G^* \) as the smallest serial guard cover which in turn is bounded by \( 3OPT \).

The complexity of the algorithm follows from the previous discussion. \( \square \)

4 Interior Guarding Rectilinear Polygons

The algorithm for computing a guard cover in a simple rectilinear polygon consists of two main steps. First, we find a subdivision of the polygon into monotone pieces, second, we use the previously given algorithm to compute a guard cover in each monotone piece.

Consider a simple rectilinear polygon \( P \). To every reflex vertex \( v \) we can associate two extensions, i.e., the two maximal line segments in \( P \) through \( v \) and collinear to the two edges adjacent to \( v \). We associate a direction to an extension \( e \) collinear to an edge \( e_v \) by giving \( e \) the same direction as \( e_v \) gets when \( P \) is traversed in counterclockwise order. This allows us to refer to the regions to the left and right of an extension, meaning to the left or right of \( e \) if \( e \) is directed upward.

Given two extensions \( e \) and \( e' \), we say that \( e \) dominates \( e' \), if all points in \( P \) to the left of \( e \) are also to the left of \( e' \). Using the algorithm of Chin and Ntafos [6] in conjunction with Chazelle’s triangulation algorithm [4], we can in linear time compute the most dominant extensions that we call the essential extensions. Assume that this computation gives us \( k \) essential extensions. An essential extension \( e_i \) is collinear to an edge with one reflex and one convex vertex. Let \( v_i \) denote the convex vertex. This gives us \( k \) convex vertices and we choose one of them, say \( v_k \), as root in a shortest rectilinear path tree \( T_R \) to each of the other vertices \( v_i \), for \( 1 \leq i < k \), that can be computed in linear time [10]. The shortest rectilinear path tree consists of paths that are shortest in the \( L_1 \)-metric connecting \( v_k \) to all the other vertices \( v_i \), for \( 1 \leq i < k \).

To each rectilinear path \( SP_R(v_i, v_k) \) connecting \( v_i \) with \( v_k \) we define a vertical and a horizontal histogram expansion. The horizontal histogram expansion \( H^H_i \) consists of those points in \( P \) that can be connected to the path \( SP_R(v_i, v_k) \) with vertical line segments contained in \( P \). We define the vertical histogram expansion \( H^V_i \) in a similar manner. A histogram expansion can be computed in linear time using an algorithm by Levcopoulos [20]. Each horizontal histogram expansion
consists of a number of \( x \)-monotone polygons with the property that no guard in one monotone polygon can see anything in any of the others. Similarly a vertical histogram expansion sub-divides into \( y \)-monotone pieces with the same property; see Figure 8.

\[ 
\begin{array}{c}
\text{Fig. 8. Illustrating the algorithm.}
\end{array}
\]

**Lemma 5.** If \( P \) can be guarded with \( \text{OPT} \) guards, then a histogram expansion can also be guarded with at most \( \text{OPT} \) guards interior to the region.

*Proof.* Let \( p \) be a point that sees into a monotone piece \( R \) of a histogram expansion. Assume that \( R \) is \( x \)-monotone and that \( p \) lies in a region adjacent to the lower boundary \( D \) of \( R \). Let \( l \) be the line segment that separates \( R \) from the piece containing \( p \). Consider the intersection \( VP(p) \cap R \). The intersection sub-divides \( R \) into left pockets and right pockets. Traversing the boundary of \( VP(p) \) clockwise starting at a point outside \( R \) will first reach the edges that are incident to left pockets, then a boundary chain \( C \) of \( R \), and finally the edges that are incident to right pockets of \( R \). Take any point \( q \) of \( C \) and let \( p' \) be the intersection of the line segment between \( p \) and \( q \) with \( l \). Any point in \( R \) seen by \( p \) will also be seen by \( p' \), which proves the lemma. \( \square \)

\[ 
\begin{array}{c}
\text{Fig. 9. Illustrating the proof of Lemma 5.}
\end{array}
\]

We use the *Guard-Monotone-Polygon* algorithm of the previous section to guard each monotone piece with at most \( 12m \) guards, where \( m \) is the smallest guard cover for the monotone piece. From Lemma 5 we know that each histogram expansion can be guarded with \( \text{OPT} \) guards interior to the histogram expansion, and hence, our algorithm guards it with at most \( 12\text{OPT} \) guards.

Furthermore, one guard can see at most two of the vertices \( v_i \), for \( 1 \leq i \leq k \), hence, \( k/2 \leq \text{OPT} \). Since we construct a total of \( 2k \) horizontal and vertical
histogram expansions, the union \( \bigcup_{i=1}^{k} H_i^H \cup H_i^V \) can be guarded by at most \( 48 \OPT^2 \) guards.

The set \( P \setminus (\bigcup_{i=1}^{k-1} H_i^H \cup H_i^V) \) partitions into a number of connected regions. These extra pieces; see Figure 10; are monotone with respect to both the \( x \)- and the \( y \)-axis and we can guard each of them with one extra guard. An extra piece is also adjacent to one horizontal and one vertical histogram expansion and each monotone piece in a histogram expansion can be adjacent to at most two extra pieces. Hence, to count the number of extra pieces, i.e., the number of additional guards we place, we associate each extra piece with the horizontal or vertical monotone piece of a histogram expansion that is closer to \( v_k \). Thus, the number of guards placed to see all of \( P \) has at most doubled.

![Fig. 10. Handling the extra pieces.](image)

We have proved the following theorem.

**Theorem 2.** There is a polynomial time algorithm that computes a guard cover of size \( 96 \OPT^2 \) in a rectilinear polygon \( P \), where \( \OPT \) is the size of the smallest guard cover for \( P \).

## 5 Conclusions

We have proved polynomial time algorithms for approximate interior guarding of monotone and rectilinear polygons. Our contribution is that the approximation factors for both algorithms is independent of the size of the polygon. Interesting open problems are to improve the approximation bounds for monotone and rectilinear polygons, to find approximation algorithms for other classes of polygons, and ultimately approximate guarding of the general class of simple polygons.
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