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Abstract

We present the Transportation And Production Agent-bagadI&tor (TAPAS), which is an agent-based model for
simulation of transport chains that can be used, e.g., falyais of transport-related policy and infrastructure suzas.
TAPAS is more powerful than traditional approaches to fneigansport analysis, as it explicitly models production
and customer demand, and it captures the interaction betimeé/idual transport chain actors, their heterogeneity
and decision making processes, as well as time aspects. eathaaditional approaches rely on assumed statistical
correlation, TAPAS relies on causality, i.e., the focusrigite decisions and negotiations that lead to activitie 243
is composed of two connected layers, one that simulatediysiqal activities, e.g., production and transportatang
one that simulates the decision making and interaction éatvactors. We illustrate TAPAS with a scenario in which
the consequences of three transport policy and infrastrecheasures are studied.

Keywords: Multi-agent-based simulation, Multi-agent systems, $gort chain simulation, Freight transportation,
Decision-making

1 Introduction

Freight transportation causedfdrent types of positive and negatiéaets on the society. Positiveects typically
relate to economy and social welfare, e.g., due to the pitigstb consume products that have been produced far away.
Negative &ects mainly relate to the environment, and typical examgteemissions, congestion and energy use. By
applying diferent types of governmental control policies, infrastuuetinvestments and strategic business strategies,
it is sometimes possible to influence how transportationathdr activities in transport chains are performed. Cdntro
policies include dierent types of taxes and fees, such as kilometer and fued,taxel regulations, such as weight
restrictions on vehicles. Infrastructure investmentstimmade into roads, railway tracks, intermodal freight teeds,
industry tracks, etc., and examples of strategic businesssures are improvement of timetables and adjustment of
vehicle fleets to better meet the demand for transport. @abthorities, in the role of policy makers, often have a wish
to reach certain governmental goals, such as obtainingisastie transport systems and meeting emission targets. A
typical ambition of a public authority is to increase thesimalization of external costs, e.g., by letting road upess
for the road wear they cause (Button, 1997). However, iaferation of external costs may hav@exts that might be
negative on other goals. For instance, it might lead to regjatonomic development in a region. For enterprises, the
goal is typically to maximize profit, e.g., through optintize of their activities (either individually or in collalvation),
by reducing lead-times, lowering transport costs, imprgudelivery accuracy, etc. To avoid undesired consequences
and to confirm desired consequences it is important to be@ablecurately predict what the consequences will be when
applying diferent types of measures.

Multi-Agent-Based Simulation (MABS), in which one or morétbe simulated entities are modeled as agents,
can be used for studying freight transport systems. An agentbe viewed as a system that is situated in some
environment and capable of autonomous action in that emviemt in order to meet its design objectives (Wooldridge
and Jennings, 1995). We present the Transportation Andietioth Agent-based Simulator (TAPAS), which is a micro-
level model for quantitative impact assessment of, e.dgterdint types of transport-related policy and infrastruetur
measures. In TAPAS, which is based on agent technologynttieidual actors of a transport chain, e.g., producers,
transport operators and customers, are explicitty model@dPAS incorporates the complexity of transport choices,
e.g., with respect to consignment size, and route and teeihsde. In addition, TAPAS is able to take into account
time aspects, such as, theets of timetables, arrival times, and timétdientiated taxes and fees. This makes TAPAS
more powerful than traditional approaches to freight tpamssimulation as it is able to capture the individual gaxls
transport chain actors and the interaction between themelss their heterogeneity and decision making. Whereas
traditional approaches rely on assumed statistical adiosl between dierent parameters, TAPAS relies on causality,
i.e., the decisions and negotiations that lead to actsvai® modeled.



The main application area for TAPAS is to provide decisioppgrt to public policy makers by enabling analysis
of, e.qg., diferent types of transport-related policy and infrastruetmeasures. Other possible applications of TAPAS
include assisting companies in making tactical and opmratidecisions, e.g., concerning choice of consignmest siz
and frequency of deliveries, as well as strategic decisierngs, concerning choice of producer, adaptation of vehicl
fleets, and location of storages and terminals. Moreoverngae that TAPAS may complement existing approaches
(e.g., on the macro-level) inflierent ways, e.g., by generating transport demand that nmag ae input data to other
models.

The research concerning TAPAS has been going on for seveeabyand the work has rendered a number of
conference publications (e.g., Bergkvist et al., 2005;mtgplen et al., 2007; Ramstedt et al., 2007; Davidsson et al.,
2008). This paper extends the previous work by providing aendetailed technical description and better motivation
of the design of the TAPAS simulation model. Also, TAPAS ha®ib extended with new functionality, e.g., load
consolidation for demand driven transports has been addedhe model for setting transport prices has been improved

In the next section we discuss some related work, followeskction 3 by a detailed description and motivation of
the TAPAS simulation model, including an account to the iempéntation of TAPAS. In Section 4 we illustrate some
important functionalities provided by TAPAS by presentamgimulation study that has been conducted using TAPAS.
Finally, in Section 5 and Section 6, we conclude the papdr aviliscussion and some suggestions for future work.

2 Redated work

In this paper we present TAPAS, which is an agent-based ationl model that can be used, e.g., for impact
assessment of transport-related policy and infrastrach@asures and evaluation offdrent types of strategic business
strategies. TAPAS is best described as a transport chamlation, which has been extended with functionality for
simulating production. In TAPAS, transportation is modkie more detail than production, and it only considers a
single-tier of the supply chain. Therefore, TAPAS mainliates to the transport domain, and only partially to the more
production-focused supply chain domain. Hence, the wohirfieTAPAS can be regarded as multi-disciplinary, and
we will in this section cover several domains. We focus opaesh related to freight transport analysis and we also pay
some attention to research related to supply chain moddiiegsing on agent-based supply chain models. It should
be mentioned that the focus of this section is to give an dgeref relevant work, not to conduct a complete literature
review since reviews in relevant domains already exist. ifstance, Terzi and Cavalieri (2004) contributed with a
review focusing on parallel and distributed supply chamudation. In the transport modeling domain, several resiew
exist (e.g., Chow et al., 2010; de Jong et al., 2004; Tavag&6), and Friedrich and Liedtke (2009) provided a review
of current transport modeling literature focusing on twerigbased models.

TAPAS simulates freight transportation, where the focusrighe freight flows and its allocation to vehicles, and
models with this focus is often called commodity flow baseddsais. Another related type of model is tour-based
models, which instead focus on vehicle movements, i.e.fdbes is on tours in which vehicles often start and end
in the same location. An example of a tour-based model is #igaky model presented by Hunt and Stefan (2007).
Tour-based models are more often used when the geografdgaalis regional or urban, while commaodity flow based
models often have a national or international focus.

Traditionally, freight transportation has been studiethgisnacro-level (or equation-based) models, such as Sam-
gods (Swahn, 2001), ASTRA (Shade et al., 1999) and SISDi@ni# and Raha, 2002). Models of this type take a so-
cietal perspective and are based on aggregated coarsedtita on national or regional levels, anletent countries
typically use their own models. Moreover, such models arernonly based on the aggregate and sequential four-step
approach. Models based on this approach include one oraedr-models that can be described using four steps;
production & attraction (trip generation), trip distrilmrt, modal choice, and aggregation (de Jong et al., 2004)leldo
based on the four-step approach can look rathfégrdint, and dferent steps are typically represented yedent types
of sub-models, such as system dynamics models (e.g., ASBRadE et al., 1999)), and economic models sucfas |
models (e.g., Samgods (Swahn, 2001)) and gravity modejs (dEAC (Chen and Tardieu, 2000)). An overview of
models based on the four-step approach is provided in (dgeloal., 2004). Further, sometimes more than one step is
represented within the same sub-model, such as in Samgad§S2001), in which modal choice and assignment is
integrated. An issue with traditional aggregate sequemt@aels is that they do not take the logistical processes int
account, e.g., choices of carrier type and ordering stiedéegnd thus fail to model the level where decisions regardi
the actual transports take place. Starting about a decamlesageral aggregate sequential models, which also take
logistical aspects into consideration, have been devdlofach models are for example SLAM (Williams and Raha,
2002), SMILE (Tavasszy et al., 1998), GoodTrip (Boerkamms@an Binsbergen, 1999), and the model suggested by
de Jong and Ben-Akiva (2007), and they typically make usdsagtjregation of aggregate data. However, since these
models do not represent individual transport chain actbescomplex interactions (e.g., negotiation) and the dtis
making processes from which transport plans result aressipte to capture. Moreover, these models can only capture
average times, but typically no aspects related to dynamie (e.g., timetabled transportation), which is cruciabewh



logistical decisions are coordinated. The decision makirgupply chains is subject to both short-term and long-term
planning implying that the time dimension of the decisioredas to be considered.

We argue that more precise predictions regarding ffeets of transport-related policy and infrastructure messu
and strategic business measures, can be achieved by ugingtleviel, and in particular agent-based models. Such
models enable to also capture the decision making of agteodvied in logistical processes. This is important for the
ability to capture the causality from which transport aititds appear. Agent-based models are often also desigreed in
way that they explicitly model time aspects.

Since TAPAS is an agent-based model for transport chainlation, we will in the rest of this section discuss
some agent-based models for supply chain and freight teahapalysis. As an example, an agent-based supply chain
modeling framework with the purpose of assisting managesalyze and understand the impact (in terms of costs,
risks, etc.) of diferent decisions was presented in (Swaminathan et al., 199&) framework made use of a library
of reusable software components to promote reusabilityjtanas used for analyzing flierent inventory policies with
the purpose of achieving improved inventory managemene sitmilarity TAPAS has with supply chain models like
the one in (Swaminathan et al., 1998) is that it is built acbsimilar structural components, however, the application
area of TAPAS is similar to that of traditional freight tragmost models. In supply chain models, common structural
components are activitiggocesses (such as manufacturing and assembling) ang/astes (such as manufacturer and
customer). Strader et al. (1998) presented a multi-agaestd simulation tool, which was used to show the impor-
tance of information technology for supporting the orddfilfment process. This was achieved by studying a 5-tier
supply chain network under fiérent demand management and information sharing poli¢iea. simulation model
by Gjerdrum et al. (2001), agent technology and mathemattamization were combined in order to studyfdrent
inventory replenishment policies. Mathematical optinimawas used to generate locally optimal manufacturinggqla
and agents (e.g., customer, warehouse, factory and trdragpants) were used to manage the supply chain. In compar-
ison to our approach, the model by Gjerdrum et al. models faaturing on a more detailed level, but transportation
is not modeled on a detail that allows transport-relateétj|d to be studied. Liedtke (2009) presented an agentbase
approach to commodity modeling (INTERLOG), which is reletfor our work since its aim is to study the same types
of questions as can be studied with TAPAS. The majffiedénce between the models concerns which actors dominate
supply chains; in TAPAS the customer is dominating, whemedBITERLOG the supply chain is dominated by the
producers and the transport operators. Moreover, in catrtimalAPAS, INTERLOG assumes a pre-determined, how-
ever stochastically generated, transport demand. Thigsiaknpossible to capture changes in transport demand, e.g
caused by changes in logistical structures. Moreoverjtérature contains a number of newer agent-based simnlatio
approaches (van der Zee and van der Vorst, 2005; Chatfield 2087; Roorda et al., 2010), which are presented as
re-usable non-implemented conceptual frameworks thabeamsed as guidance when constructing agent-based sim-
ulation models. While these models are more on a concepuel, ITAPAS is more concrete as it is an implemented
model.

In summary, the literature contains a number of agent-basstkls for supply chain and freight transport analysis,
however most of them focus on simulating already estaldisthains, while TAPAS partially constructs the transport
chain, i.e., product supplier, route and transport opesate dynamically chosen. This is an advantage, sincelileta
us to base the TAPAS model on supply and demand for produstessid of transport demand, which is the case in most
existing freight transport models.

3 Thesmulation mode

In this section we present the TAPAS simulation model, witiah a two-tier architecture withghysical simulator
and adecision making simulatoas illustrated in Fig. 1. In the physical simulator, all ptoal entities (e.g., vehicles,
production facilities, transportation infrastructureg anodeled, and in the decision making simulator, a set ofpart
chain decision makers (or roles) are modeled as agents. &ire motivation for choosing a two-tier architectural
design is that entities in the physical simulator are carsid passive, while entities in the decision making sinoulat
act independently and potentially proactively. The twcelayare connected in a way that the activities in the physical
simulator are initiated by the decisions taken by the desisiakers. The agents appear in a hierarchical structuge (se
Fig. 1) to be able to represent the hierarchical decisionimgadtructure that is common in real-world transport chains
In hierarchical decision making structures, informatismot automatically made available for all agents, which may
result in a certain degree of local optimization. This appéa be rather typical in transport chains today, sincenofte
only a limited amount of information is shared (Zhou and Bentr., 2007).

TAPAS has mainly been validated by interviews with expentpalicy issues and transport modeling, and with
practitioners in transportation and logistics. Severalsation studies have been performed with TAPAS (e.g., @awvi
son et al., 2008), in which the sensitivity ofi@irent input parameters has been analyzed, and the resudtéthsome
studies been compared to similar studies (Ramstedt, 2008).
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Fig. 1: Overview of the TAPAS simulation model with a physisamulator that is connected to a decision making
simulator.

3.1 The physical smulator

TAPAS uses a transport network, which can be described agetelil graphl, L) with a set of nodesl and a set
of directed linksL. A node can be a customer node, a producer (factory) nodecamrgection point (terminal) in the
network. For future reference, we INf c N refer to the customer nodes aNd c N to the producer nodes. A link
represents a directed connection between two network raodkis corresponds to exactly one transport mode (typically
road, rail or sea), and two nodes may be connected by mulitiie representing dierent modes.

3.1.1 Production

Commonly used production strategies are pull and push, evheyduction is demand driven in the former and
forecast driven in the latter. Pull strategies are ofterdusedecrease inventory levels and to better capture demand
variations, while push strategies often use resourcesrte to the potential for improved planning, e.g., by pcoiy
larger batches (Ahn and Kaminsky, 2005). In TAPAS we haveseha pull strategy, in which products are produced
in batches.

TAPAS models a set of product typPsandP,« C P denotes the set of product types that can be produced in node
nf. For each product typp € P, we Ietcnmf"r)I denote the raw material cost per um*tamh the maximum batch size,

cgf“:)d M the production cost per time unit, atﬁd the batch processing (productlon) time. A setup ttﬁﬁgh setup

(e.g., representing changeover) is considered when twehésiof diferent product types are produced in sequence.
The expected time

tch proc

prod(q) — [q/sbatch" ( batch setup tbatch proc) (1)

for producingg units of product type in noden’ is calculated as the number of batches times the batch piodtiene,
where the setup time is considered only if the previouslydpoed batch had afliérent product type. The expected
cost

prod coskq) — tprod(q) Cprod tlme mtrI -q (2)

for producingq units of product typep is calculated as the production cost plus the cost for raverizat

Hence, TAPAS makes use of a cost model in which the cost fatymts depends on the time for production. The
model has been chosen mainly due to its potential to represerent types of production models, i.e., (1) batch
production, (2) continuous production, by setting the baize to one and the batch setup time to zero, and (3) instant
retrieval of products from storage, by setting the timeedlaproduction cost to zero, however without considering
inventory costs for products.



3.1.2 Transportation

In TAPAS, transportation is carried out by a set of vehitewhere a vehicle is characterized by its loading capacity
(including type of storages), maximum traveling speed,titpe, and emissions (e.g., NOCO and CQ) per consumed
unit of fuel. It should be noted that we also denote eledjris a fuel type. The amount of fuel that a vehicle consumes
depends on the weight of the carried load, and for vehicieV, we letfue™ denote the fuel consumption (per
distance unit) when is empty, ano‘uef,”" the fuel consumption whewis carrying its maximum load{"®*. The fuel
consumptiorfuel (w) (per distance unit) whem carries a load of weightv (0 < w < w'®) is approximated linearly
according to
fue"" — fuef™Y
—

A vehicle has a transport mode (road, rail or sea) and it ig able to travel on links with the same mode. Further,
it might be controlled by a timetable ffering so called timetabled transports with scheduled tifoedeparture and
arrival) or not (providing transports referred to as demdrien). Transport costs consist of:

fuel,(w) = -w + fuef™. (3)

time-based costs (e.g., driver, capital, and adminisingi
distance-based costs (e.g., fuel, vehicle wear, and kiiemntax),
link-based costs (e.g., road tolls), and

fixed operator-based ordering costs (e.g., administration

3.1.3 Terminals

For terminals, the focus is on modeling times and costs fitileg and unloading of vehicles. The times for loading
and unloading a vehicle are expressed in terms of fixed aridblartimes. Fixed times??¥"d Med g tynoading fixed
represent the times it take to prepare a vehicle for loadingwading. Variable timegys"? Y212 gangtyp/o2ding varable
are given for each product type and denote the times needéuhfiting or unloading one unit of produpt The costs

cl0adng angcuoadnd for Ipading and unloading a vehicle are given as costs pex tinit. The cost for loading units of
product typep onto vehiclev is calculated as:
o (@) = & 1), (4)
where the loading time is calculated as:
foading g _ loading i _loading varable (5)

The formulas for unloading cost and time are identical toaf#] (5), except for that the cost and times for loading are
replaced with those for unloading. It is also possible tordefiehicle specific fixed costs for visiting a terminal, et@.,
represent terminal fees, and terminal processing timedaditian to the times for preparing a vehicle for loading and
unloading, e.qg., to be able to model customs.

3.2 Thedecision making simulator

In TAPAS we consider six transport chain roles (or decisiaakers); transport chain coordinator, product buyer,
transport buyer, transport planner, production planner@rstomer. These roles can be argued to be present in all
transport chains. However, a role can be associated wiiigrent logistical operators depending on the organizationa
settings within the chain. For instance, the transportrtbadrdinator may be represented by a producer in one transpo
chain and by a third party company in another.

In TAPAS, each customer noaé e NC is represented by a customer agehit), each production node € N by
a production planner agerfe®,r), and transport planner agenis®:s) represent transport providers (operators). There
exists one transport chain coordinator ag@n€(), one transport buyer aget 8), and one product buyer ageM®).

In a transport chain it is often possible to identify addiabroles, such as terminal and inventory agents (Ramstedt,
2008), and in TAPAS we have chosen to implicitly capture ¢hedes in the physical simulator instead of modeling
them as agents.

3.2.1 Interaction protocol for the ordering process

The process of buying resources (products or services) sranonly occurring, and sometimedfiiult, task,
especially when the availability of resources are limitdidferent resources depend on each other, or multiple buyers
and suppliers negotiate in parallel. The problem of how tmmate the process of buying scarce resources is well
covered in the literature (cf. Sandholm and Lesser, 200Bbi¢ret al., 2002; Schillo et al., 2002), but according to
our knowledge there exists ndhieient approach for dealing with resources that depend o ether. When buying
resources that depend on each other, it is important thatibhg made in a way that there will be no situations where



one or more resources have been booked (and hence becorssysdhile it has become impossible to book some
other resources that are required for accomplishing anativieassk. Hence, synchronization and booking should be
made in a way that it is guaranteed that either none or allireduesources will be booked.

In TAPAS, a plan for fulfilling an order consists of a chainasks, starting with a production followed by a sequence
of transports for dferent parts of the distance between the producer and thenceist The tasks in a plan need to be
coordinated in a way that delivery is made inside the spektfirae window (if possible) and the starting and ending
times of subsequent tasks are synchronized. If a resowltaled in a plan is no longer available at the time of booking,
the whole plan may need to be reconsidered, and already doekeurces may need to be canceled with a potential
penalty as a consequence. A possible solution to this prolsdo force resource providers to commit to thefieos,
as in thecontract net protoco{Smith, 1980). However, such an approach makes it mafiedlt to find good solutions,
as well as obtaining high resource utilization in the sys{&mabe et al., 2002). The reason is that resources may be
allocated to potential buyers who later on decide not to libehn, at the same time as other potential buyers may need
to make use of those particular resources in order to acésinpleir goals.

In an approach for ordering matching products and tranaport, two important challenges need to be considered:
(1) products and transportation cannot be booked simuitssig either products or transportation has to be booked
first, and (2) products cannot be booked before finding a nregdnansport solution, and vice versa. In an earlier
version of TAPAS (Bergkvist et al., 2005), the contract nedtpcol was used for buying products from the supplier
offering the best price, and a second contract net protocol sesto buy a matching transportation even though it can
be considered hazardous to assume the availability of aeffasent matching transport solution at the time of buying
products.

In the current version of TAPAS we have dealt with this patdmiroblem by applying a sequential ordering process,
in which only one customer order is allowed to be processétkasame time. This guarantees that complete plans for
obtaining products will be available until all included kashave been booked. In the ordering process, which uses an
interaction protocol originally presented in (Holmgrermkf 2007)7 CC keeps a queue of incoming order requests that
are processed in sequence. A similar approach, howeveedgpla manufacturing system, is presented in (Komma
et al., 2007). The obvious shortcoming of such an approatttatdonger order processing times increase the risk that
the order queue becomes longer and longer, especially wWieea ts a high ordering frequency in the system, or if
order processing times are long. In TAPAS, this is howevéranproblem, since order processing is assumed to be
instantaneous.

In Fig. 2 we illustrate the interaction protocol that is uggdAPAS for fulfilling a customer order, and in Table 1
we describe the message types that are used in the interactitocol. A new interaction starts wh@rCC receives
an order request from a customer, and in two rounds of conmeation, a plan is first requested and generated (in the
first ten messages) and then booked and confirmed (in theerertéssages). Hence it follows that customer agents
are able to act proactively, while the other agent types ansidered to be reactive. To improve the readability of the
diagram, only the main flow of messages is shown. Also, thepobcan be interrupted in most of the steps, e.g., when
P8 fails to find an available supplier, or wh&mB is unable to find a feasible transportation for any producppsal.

3.2.2 Customer

Each customer nodef € NC is operated by a customer agedy who is responsible for ordering products in
guantities that keep inventories at levels that minimizedbsts for inventory holding and ordering, while reducimg t
risk for stockouts. When choosing an ordering quantityaderdt has to be made between two counteracting costs;
order cost (including costs for products, transportateaministration, etc.) and inventory holding cost. Typlgal
the order cost per unit decreases and the inventory holdisgiocreases with an increasing consignment size, and
minimizing these costs gives tlonomic Order QuantitfEOQ).

In the Wilson (EOQ) Mode(Wilson, 1934), which is claimed by Alstrom (2001) to be theshcommonly used
policy for finding the EOQ, the annual costs for orderifi®C{Q) and inventory holdingHQ/2) is minimized by
calculating EOQ according t6/2CD/H, whereC denotes the fixed order cost (independent on order quarmif\)
the number of orders per yeat,the annual holding cost, ar@/2 the average quantity in stock. However, the Wilson
formula relies on a number of assumptions about the modgtddra (Axsater, 2006). For instance, it assumes constant
purchase price per ordered unit and constant order costhvaloith are assumed to be independent on order quantity and
time of order placement. This implies, e.g., that no volunsealints can be modeled. However, in TAPAS a customer
always pays the current cost for products and transpontediad in particular the cost for transportation varies,, elge
to load consolidation and departures of timetabled trarispo

To be able to cope with non-constant order costs, we have arsegbproach based on an idea for dealing with
deterministic time-varying demand (Silver and Meal, 1978)which time is divided into disjoint time periods, and
candidate order quantities are those that cover the denwara fiumber of future time periods. The quantity that
minimizes the costs for ordering and inventory holding ertishosen. In TAPAS, a customer chooses the quantity that
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Fig. 2: Overview of the interaction protocol used in TAPASyoshowing the main flow of messages.

minimizes the cost for ordering and inventory holding amarset of predetermined candidate quantities. Hence, the
choice of candidate order quantities is mad&edently but the evaluation of quantities is identical in #pproaches.

At a particular point in time, the cos{p, g) per unit for orderingy units of product type to noden® is calculated
as Corder Corder. intp . tcon( P, q)

+
2-q
wherec®" denotes the current order cost, i.e., costs for productsrandportation, including time-based product
cost during transportatiomt, the storage interest for product typgin noden®), andt®"(p, q) the expected time for
consumingy units of product typep.

To be able to determine when to place an order, it is usualiyraed that demand is known and constant over
time, and that the “order-to-delivery” lead time is fixed. TAPAS, consumption is stochastic and lead times vary
due to several factors, including choice of transport mautd ttmetabled departures. Hence, the lead time remains
unknown until both product supplier and transportationehlagen chosen. The uncertainty of stochastic consumption
is dealt with by modeling safety stock levels, and each custauses an estimated (approximate) lead time, chosen as
an estimated upper bound of the expected lead times fii@rent transport alternatives and suppliers. Since densand i
stochastic and lead-times are just estimationsffecdity with the applied ordering strategy is how to determirieen
ordering should be considered. The traditional approac¢h tonsider ordering as soon as the inventory level falls
below a certain threshold level. This is typically implerteshby checking the inventory level in intervals, which in
our approach is referred to agdering opportunitiesThe time between two subsequent ordering opportunitiesldh
be small enough to reduce the risk for stock-outs. Note fhaithe customer agent) may havefdrent ordering
opportunities for dierent product types, and for each ordering opportunity arsep decision determines whether or
not an order request should be send. A decision whether doraytler at a particular point in time (i.e., an ordering
opportunity) is based on the so calledler point

order(p) = saf, + lead, - con(p),

wheresaf, denotes the safety stock levédad, the estimated “order-to-delivery” lead time, andn(p) the fore-
casted consumption per time unit for product typéf the current inventory levehv®“"(p) plus the planned deliveries
del(p, lead,) of product typep during the lead time period is less tharder(p), i.e.,

inv(p, n°) + del(p, lead,) < order(p),

bl

c(p.g) =



Table 1: Specification of message types in order of appeaiiartbe interaction protocol. The confirmation messages
that are used in the protocol are considered self-explapatbich is why we have chosen not to specify them.

Order request

Product request
Product proposal

Transport request

Link transport request

Link transport proposal
(timetabled)

Link transport proposal
(demand driven)

Transport proposal

Order proposal

Order booking
Transport booking
Link transport booking
Product booking

Delivery node, product type, a set of candidate order gtiastiand for each can-
didate gquantity, a delivery time window, an upper limit fasvih much delivery
is allowed to be delayed, and time-based convex penaltyibimefor delivering
earlier or later than the window.

Product type and quantity.

Product type, quantity, pickup node, price, earliest tifiemwthe products can be
picked-up, and supplier identifier.

Product type, quantity, pickup and delivery nodes, dejitene window, earliest
time when pickup can be made, time-based convex deliverglpeiunctions, and
an upper limit for delivery delay.

Product type, quantity, departure and arrival nodes, amti@ window in which
transportation is considered.

Price (diferentiated on transportation, loading and unloading)teradentifier,
scheduled times for loading, unloading, departure andayrand transport op-
erator identifier.

Price (diferentiated on transportation, loading and unloadingjjexatype, avail-
ability interval, time needed for transportation, for loggland for unloading, and
transport operator identifier.

Sequence of link transport proposals representing a teathsplution and total
price for the solution. For demand driven link transportposals, times for de-
parture, arrival, loading and unloading are specified. Lthaksport proposals in
sequence are if possible re-represented (i.e., mergeth&ryeo that each link
transport proposal has exactly one loading and exactly oloading.

Matching product and transport proposals.

Order proposal.

Transport proposal.

Link transport proposal as specified in the transport prapos

Product proposal and specification of pickup time.

Crc asks for order proposals (in an order request) for a set aftdies Q.

A delivery time window should be chosen in a way that therélvélenough available inventory capacity at the time
of delivery, and that the risk for stock-out before deliveskept at a minimum. For an order quantityapfinits, the
delivery time window is calculated as

bl

inve!(p) + del(p, lead,) - saf,,
con(p) }

wheret®" denotes the current timewi**the maximum allowed inventory level for prodystand parameter

U+ a, t + max{a,

inve""(p) + del(p, leady) + g — invy®
con(p) }’

makes sure that there will be enough available inventorgcigypat the time of delivery.

a= max{o,

3.2.3 Transgport chain coordinator

T CC is responsible for managing all customer orders, and redavder requests are put in a queue for sequential
processing. For each quantifye Qin an order request, CC tries to find the least cost feasible combination of products
and transportation, which are represented in an order pedp@®he order proposals (one for earh Q) are returned
to the customer who chooses the “best” proposal (i.e., th@ ETo be able to generate order proposaleC first asks
P8 for relevant product proposals for each quangity Q, by sending product requests. Then for each received ptoduc
proposal, it askg™ 8 for a set of matching transport proposals, by sending tramsequests.



3.24 Product buyer

PB operates in betweeNCC and thePP:s, and it is mainly responsible for finding products thais$atproduct
requests that are received froffCC. When receiving a product requeR8 forwards it to allPP:s, and the product
proposals that are returned are forwarded®0C for further processing. When the customer has chosen am orde
proposal, which represents EORB sends a product booking message to the chosen productesuppli

The behavior of°8 is not particularly advanced, and it can be arguedff@t could communicate directly with the
PP:s instead of communicating throut3. We includeP$ in the interaction protocol mainly for structural purposes
(we argue that all transport chains should have a produaugnd due to its potential for future improvement. An
example of a possible refinement is tofB operate more proactively in the ordering process, e.g. lteyifig out all
product proposals except the best one in a particular gpbgrarea.

3.25 Production planner

In TAPAS, each production nodg e NF is operated by a production planner agefit,; whose main responsibility
is to plan the production inf. When®®, receives a product request asking for a product fygeP, and quantity
g, it generates a product proposal containing specificatidheoearliest timer'::"d when the requested products can be

made available for pickup at', and a price:ﬁi"d Price \which is generated according to Equation (2), however thigh

difference that the expected production titﬁ%d(q) that is used as input to Equation (2) is calculated in Equnafi)
assuming that a batch setup time is considered for all batche

A production cost that is calculated using the model desdrib Section 3.1.1 depends on whether or not there
need to be batch setups involved in the production, and iicpéar it depends on the batch sequencing, which typically
varies according to the changing demand for products. hasefore not possible to use Equation (1) to generate the
production time when using the production cost model as dymioprice model without assuming that, e.g., a batch
setup time is included in each produced batch. Otherwiseetivould potentially be unrealistic dependencies between
the production cost, which depends on factors such as batglesacing, and the price for products, which normally is
rather static. In summary, the production cost model usdh\IPAS assumes that setup is considered only when there
is a change in product type, and the product price model asstinat setup time is considered in all batches. Hence,
the product price is (1) an upper bound of the production, erst (2) it does not depend on batch sequencing, which is
important in a model like TAPAS.

To enable an incoming order to be processed as early as [gsbis assumed that the existing production plan
can be rescheduled so that already scheduled productscaheged earlier than originally planned, assuming there is
available production capacity for rescheduling. We haweseh not to consider the additional inventory costs thahinig
be a consequence of rescheduled production, since thatlwonkiderably increase the modeling complexity. In Fig. 3
we illustrate how a production plan can be updated to enatlg processing of an incoming order.

Scheduled batches Rescheduled batches

New batch Scheduled
new batch
Before 4 After
rescheduling 1 o) 3 rescheduling 1 ) 3 4
Time Time
Current time Current time Earliest time for Earliest pickup

starting new batch time for new batch

Fig. 3: lllustration of how three scheduled batches (1-3) loa rescheduled in order to enable early processing of an
incoming order (4).

The rescheduling principle illustrated in Fig. 3 is used®:s both when generating product proposals and when
managing product bookings, i.e., when receiving produckiigy messages. WhePP,: receives a product request,
it calculates the earliest possible pickup tirﬁf@d by checking the earliest time that all scheduled produstizan be
finished. This is achieved by imagining a sequence of allcaleel productions (starting from the time of the request)
in a way that there are no gaps in between any productions.

When receiving a product booking messag®,, first checks if there is enough available capacity for prdidnc
immediately before the pickup time that is specified in thedpict booking message. In other words, it checks whether
or not the production can be planned without reschedulifighalt is the case it schedules the production so that the
booked products is expected to be available immediatelgrbahe requested pickup time. It should be noted that
such a procedure typically creates gaps in the productiam, @is illustrated to the left in Fig. 3. If there is ifiscient
capacity for production immediately before the specifiezkpp time,P,+ has to reschedule the existing production
plan so that the requested products can be produced immalydiafore the pickup time. The reason that productions



are always scheduled as late as possible it that it is belithat such a policy in most cases creates a minimum need
for rescheduling. The rescheduling procedure can be seatassive, since moving a scheduled production earlier in

time might create a need to reschedule the production imatedgibefore that production, which might cause a need to

reschedule the production even before that, etc. It shoailddbed that is assumed that the pickup time specified in a
product booking message never violates the earliest pitkwggiven in the corresponding product proposal.

3.2.6 Transport buyer

In TAPAS, the transport buyer/(8) is responsible for creating transport solutions in oraesatisfy transport
requests received frofTCC. A transport solution is obtained by solving a shortest épest) path problem with
additional constraints for representing the following @icating factors:

1. Vehicle capacities and previous bookings must be coraige.g., the remaining capacity on a booked vehicle
should be made available for future bookings.

. There is a mix of timetabled and demand driven transports.

. Terminal activities such as unloading, loading, andaeiong should be explicitly considered.

. Delivery has to occur inside the delivery time window,asthise a penalty cost should be applied.

. Time-based, link-based, distance-based and fixed toainspsts (as discussed in Section 3.1.2), and time-based
costs, e.g., for tied up capital and deterioration shoulddresidered.

g b~ wN

The literature contains a number of approaches to interfritelght planning (e.g., Caramia and Guerriero, 2009;
Ziliaskopoulos and Wardell, 2000; Chang, 2008; Jansen.e2@0D4). However, none of them applies to our problem
since either (1) they do not handle all complicating factbes we need to consider, or (2) the combination of timethble
and demand driven transports are handled in an unsatisfagty, e.g., by representing a demand driven transport as
multiple timetabled departures, i.e., one for each timéogerSuch a modeling approach may have sevéiext on
the performance of the algorithm if the number of time-pasics high. Therefore, we have developed a customized
algorithm for finding transport solutions. A compressedugkecode description of the proposed algorithm is given
in Algorithm 1. In the algorithm, a set of precompiled (maltypapecified) routesR,, ., expressed as sequences of
network nodes is defined for each potential pair of pickup @elivery nodes; € NF andn. € NC. Since routes are
defined as node sequences, two sequenced nodes in a route waynected by multiple links, e.g., corresponding to
different transport modes. The motivation for using precordpidetes is that useful routes generally are known or can
be found in advance.

In the algorithm,7"B processes the routess R, in sequence to be able to find the least cost transport sojutio
possibly including penalty cost, for which a transport peal is created and returned TaCC. The algorithm is
applied wheri7 8 has received all link transport proposals for each pair glisaced nodesy, n;) included in any
router € Ry, (see the interaction protocol in Fig. 2). The link transgandposals that are returned from tig>:s
should have departure and arrival times, or intervals oflaiity for demand driven transports, inside an interval

[thrd, tate 4+ Klate), wheret)® is the earliest time the products can be available for picp, t2 is the end of the

delivery time window >, 2], andk2® > 0 is a constant that is used to allow delivery to be made latn the
delivery time window. However, penalty costs as specifiethieycustomer are applied to deliveries earlier or later than
the delivery time window.

In the search for the optimal transport solution the alponitises a search tré@e in which each tree nodg(except
for the root of the tree) represents a link transport propaeith departure (network) nodégef(;) and arrival nodarr (7).
Instead of representing a transport proposal, thegoepresents the delivery time window and serves as the pafent
all tree nodes representing transports arrivingc.atThe search starts im. and proceeds backwards (along the routes
r € Rqn,) towardsns by gradually expanding the search tree. For a search tre=mnode child node will be added for
each link transport proposal representing a transpostiagratdef(). Hence, it follows that a link transport proposal
will be represented by multiple tree nodes in order to enatéduation of each possible combination of link proposals
along the routes. Each search tree ngdeas a cumulative cosi(n), which corresponds to the cost for moving the
goods fromdep(n) to n; (including unloading ahc). In the algorithm the following search strategies are igipl

1. Tree nodes for which the transports they represent agasitfle in combination with the transports represented
by their ancestor nodes, as well as nodes that necessailyddransport solution that are more expensive than
the so far best found solution will be pruned (i.e., no chitdles will be added).

2. A depth-first based traversal strategy is adopted in dalpotentially find valid solutions early to enable early
pruning of more expensive tree branches.

3. Tree nodes representing timetabled link transport walsoare expanded before nodes representing demand
driven link transport proposals.

The main challenge for the algorithm is to deal with thfetences between timetabled and demand driven trans-
ports, where a previously booked demand driven transpoegarded as timetabled. Thefdiulty is that timetabled

10



Algorithm 1 Find the least cost transport solution for a transport refjugven a pickup nodes, a delivery node,
and link transport proposals for all connections in theesuhR,,,.. The cost for a tree node corresponds to the cost
for traveling from the departure node of the link transpadpmsal it represents until unloadingrat
procedur e FINDBESTTRANSPORTSOLUTION
create rootNode > rootNode represents the delivery time window
initialization: rootNode.costz 0, rootNode.bestChild= null, bestCost=
for each route € Ry, do
for each link transport proposain r which has arrival noda. do
newChild= createChild(rootNode, t, bestCost)
if newChild.cosk rootNode.bestCoshen
rootNode.bestChilds newChild, bestCost newChild.cost
return best transport solution with cost bestCost > the best solution is obtained from the best child

procedur e creareCuiLb(parentNoder, t, bestCost)
create new node currentNode
initialization: currentNode.bestChilg:null, currentNode.bestChildCost ro
if tis infeasible in combination with the transport represeéittg parentNodéhen
currentNode.cost oo, return currentNode
if tis demand drivemhen
set preliminary times for departure and arrival, and pagdigtfor loading and unloading

calculate currentNode.cost > includes cost for transportation, loading, unloading gimetc.
currentNode.cost currentNode.cost parentNode.cost
if t.departureNode n; then return currentNode.cost > a complete transport solution is found

if currentNode.cost bestCosthen currentNode.cost o return currentNode
for each link transport propostlin r that is connected to the arrival nodetafo
newChild= createChild(currentNode,t’, bestCost)
if newChild.cosk currentNode.bestChildColdten
currentNode.bestChild:newChild, currentNode.bestChildCostnewChild.cost
return currentNode
* Potentially involving a backtracking towards rootNode ider to represent updated preliminary times for a sequence
of demand driven ancestor nodes.

transports have fixed departure times while demand drivemsports are flexible concerning departure and arrival
times. For simplicity of presentation, we here refer to medes representing timetabled and demand driven trarssport
as timetabled and demand driven nodes.

When expanding a search tree node, the feasibility is clisfdkenll added child nodes, however irffdirent ways
for timetabled and demand driven nodes, as explained b&8ased on the departure and arrival times of its ancestors,
for a demand driven node the algorithm specifies prelimitiangs for departure, arrival and potentially for loading
and unloading. For a demand driven node it also specifiesslpemterval of operationdefining when the activities
for the represented transport are allowed to take placea BHemand driven transport, the interval of operation is thase
on the interval of availability that is specified in the limMabsport proposal, as well as on the operation times of the
ancestors, and it may need to be used further down in the drge,when a timetabled successor requires that the
preliminary specified times for one or more demand drivereatwes should be updated. For a parent npded child
node, we letz(£,n) € {0, 1} denote whether or not the products will be reload®d, ) = 1) or not ¢(£,n) = 0)
between the transports represented landy, andc'eading s, ) = cunloading -y 1. cloading) the cost for reloading. Since
it is only known by the child whether or not the goods need tedb@aded, the cost for loading has to be represented
in the child node. Moreover, since a parent typically hastiplel child nodes, a reconsidering of the preliminary times
for a demand driven node needs to be represented in theydartiticcessor node that requires that the times should be
updated.

Theroot. As mentioned above, the root ngdeepresents the delivery time window, and a timetabled pransrriving
atnc (i.e., a timetabled child g6) will always be valid since a penalty cost can be applied livéey is made outside
[teaY, t2]. Similarly, a demand driven transport is valid whenevertime interval for when it is available, as specified
in the link transport proposal, is at least as long as the ititages for the vehicle to perform its activities. For a detha
driven transport, preliminary times for unloading, artigad departure are set as late as possible in the delivegy tim
window, and if delivery inside the delivery time window ispmssible due to the interval of availability, the prelimipa
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times are heuristically chosen either before or after tHizvehy time window in a way that the penalty is minimized.
The general form for describing the cost for a node that cotsrtep is:

C(/,') — transp(g) + Cunloading(é,) + Ctime(é,) + per(g)’

wherecsR(/) is the transport cost'"°ad"y /) the unloading costper(¢) the potential penalty cost that need to be
considered when adding andci™e() a time-based product cost, i.e., the mathematical proofuttie product value,
the time between departure and unloading, and a time-bastat {or interest rate). The customer chooses this time-
based factor, and it may represent a cost for tied-up cagi&trioration, time to market, etc., for the particulgreof
product.

Intermediary nodes. When adding a child nodéto an intermediary search tree naglé.e., n is not the root), four
cases can occur depending on what types of transpartd/ represent. It should be noted that the transport repregente
by ¢ occurs before the transport representedybyVith the notation introduced above, the co&f) for reaching is
described as:

o(¢) = o) + "R + 2, n) - Y, ) + () + per(?),

where in particulaper(¢) andc'™(¢) depends on several factors. The base case is that a tined-t@sci™e(/) should
be generated for the time between the departure timgsnér.

If both n and¢ are timetabled, it is only necessary to conduct a feagililiteck to ensure th&t will be further
expanded only if the arrival time af is earlier than the departure time gf and if  and represent transports by
different vehicles there also need to be time for reloading.

Whenp is timetabled and is demand driven, the time for departure and loading in npdee strictly specified in
the corresponding link transport proposal, and the timethioactivities represented ljyshould be synchronized with
the activities in node. Sincen represents a timetabled vehicle whileepresents a demand driven one (a vehicle is
assumed tofber either timetabled or demand driven transports), it is@esl that reloading will occur betweémndn.

The unloading of will be preliminary scheduled immediately befarstarts loading, and the actual transport (departure
and arrival) immediately before that. 4fis unavailable at the preferred time of operation, instéadactivities ing
should be preliminary scheduled earlier in the period oflaldity in a way that (as late as possible) the penalty is
minimized.

The case when bothand/ are demand driven is similar to the previous case. Howduaidading needs to occur
betweeny and/ (i.e.,n and{ represent dferent vehicle types), the loading pfneeds to be preliminary scheduled,
as this was impossible to do whenwas created. However, the preferred time for loading imight be infeasible
due to the interval of operation faoy, which means that the preliminary scheduled activitiesrfavill have to be
rescheduled (actually delayed) and additional penaltissyell as an additional time-based caf"€(¢)) should be
considered. Delaying means that additional demand driven nodes, i.e., ancestgrsalso may have to be delayed,
depending on how their activities are preliminary plannédtually, the preliminary times of all sequential demand
driven nodes that can be found in a back-track search (t@ahedrootp) until either a timetabled node or the root is
reached, may need to be rescheduled. If (in the back-trackisea timetabled nodgis reached before reachipgthe
preliminary times for the activities represented by the deddriven ancestors betwegandy should be synchronized
also considering the loading time gf(note that reloading will occur singgis timetabled and its child in the current
branch is demand driven). tfis reached before any timetabled node could be foundi.@nd¢ is connected by a
sequence of demand driven transports, a penalty for deliyeutside the specified delivery time window may have
to be applied as a possible consequence of reschedulingtteeaonnected tp. Another reason for rescheduling a
sequence of demand driven ancestors is a limited avathabitierval of . Of course, limited intervals of operation for
one or more of the demand driven transports that need to bleedsled may limit how rescheduling may be conducted,
and in worst caség will be infeasible, and hence pruned. Since each of thenpiatly rescheduled, ancestors may have
multiple successors, it is important to emphasize thabgxénalty costs and time-based costs that are a consequence
of the rescheduling of ancestors have to be representedAiso, since a rescheduled node may have other branches,
which require diferent or no rescheduling, a specification of how activite@glie ancestors are rescheduled should be
represented ig.

The case when is demand driven anglis timetabled is similar to the case when bgtand are demand driven.
The diference is that fot, the times for loading, unloading, and traveling are regmé=d in the corresponding link
transport proposal. As in the previous case, it might be seng to reschedulg and a sequence of demand driven
ancestors of whenever the times dfcauses infeasibility with the preliminary timesmpfin the same way as discussed
above, penalty cost and an additional time-based cost magythde considered.

Leaf nodes. Leaf nodes, which represent transports departing fngare processed exactly as intermediary nodes,
with the diference that loading also need to be scheduled.fdtis might lead to infeasibility and extra penalty cost
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and time-based cost, in the same way as discussed abovendrajehe cost for a leaf node can be calculated as:

c(¢) = () + ") + AL, ) - €Y L, 1) + °2IN9(0) + () + per(?).

When the best sequence of tree nodes (a transport solutioa }fansport request has been determined, the prelim-
inary times for all demand driven transports in the solutieed to be permanently set. This may require that demand
driven transports included in the solution needs to be exhaled according to the preferences of nodes further down in
the tree (i.e., closer to the leaf). If more than one nodeips@ rescheduling of the same demand driven ancestor, it
is the preferences of the node closest to the leaf that steudgbplied. The reason is that the preferences of a node that
is added later in the tree also takes into account the prefesof nodes that have been added earlier.

3.2.7 Transport planner

A transport planner agen¥ P) represents an owner of a fleet of vehiclésc V, which are assumed to operate
in some particular geographic area, and the main respditysilifi 7% is to plan the vehicles iWt by assigning them
transport tasks. Whe## receives a link transport request froff8, specifying start nodes, end noden,, and a
window [t5,t€], it creates a set of link transport proposals that are nefito7 8. Since timetabled vehicles depart
and arrive according to timetables, while demand drivericlef are flexible regarding when they are able to operate,
it follows that link transport proposals for the twoffdirent types of transports need to contain somewhErdnt
information. For a timetabled transport, a link transpadgosal specifies the scheduled times for loading, unl@adin
and transportation, and for a demand driven transporteaasthe time needed for traveling, loading and unloading,
as well as a time interval in which the transport is availdbleoperation is specified. For a timetabled vehicle, a
separate link transport proposal will be generated for sablkeduled departure betwesyandn;, which has departure
and arrival insidetf, t€]. For demand driven transports, a separate link transpoggsal can be generated for each
available demand driven vehicle, but since this may resu#t large number of similar (or identical) link transport
proposals, instead one proposal, specifying an intervalvaflability is generated for eachftirent vehicle type in
V1. Some advantages with this approach are that the intenabaifability for a vehicle type may be considerably
larger than those for the individual vehicles of the pattcuype, and the number of link transport proposals can
be reduced. Moreover, link transport proposals for presiypbooked demand driven transports are generated as for
timetabled transports, and each scheduled demand driyentdes (fromns to ne within the requested time interval)
with remaining capacity should be represented in a sepliniteansport proposal, which specifies the planned times
for departure, arrival, loading, and unloading.

Typically, a vehicle carries products for more than one @t (i.e., load consolidation), and a buyer of transport
capacity should pay a reasonable share of the total trainspsir However, when giving a link transport propo§aR
only knows about already booked consignments. Future bgskian only be guessed, or estimated from forecasts.
Also, how much goods will be carried on the return transp®iiamething that potentially could have dteet on
the price for transport capacity. We do not model returndpants explicitly, but return transports can implicitly be
represented by adjustingftérent cost components and the average load utilizatioorfaand it is the responsibility
of the user to decide if and how return transports should Ibsidered. In summary, the majoffidtulty for 7 is to
determine prices for those transport bookings that do niateithe full capacity of a vehicle.

An obvious approach for setting the transport price is tagha price that is based on the weight and size of the
goods to be transported, as well as on an average load titiizeactor. In this approach, no volume discounts are
modeled, and the cost for buying transport capacity is ¢tated as:

CT

. fL
Corder — v + CfUEI(W), (6)

wherec' is the total transport cost (including fuel cost for an empansport),f- the load utilization factor for the
requested load,2'9 the assumed average vehicle load utilization factor (fztindifferent for diterent vehicle types,
geographical areas and transport operators) cif(v) the fuel addition cost based on the weighof the requested
load. The load factorf(") is calculated as the requested quantgjtgivided by the maximum loading capacity of the
requested product type, restricted either by the volumeaigl capacity of the vehicle. As mentioned above, the fuel
cost for a transport is included @i, and the fuel addition cost'®'(w) is calculated as:

clel(w) = I - (fuel,(w) — fuef™"), (7)

wherel is the traveled distance affidel,(w), which is the fuel consumption per distance unit when ¢agya load of
weightw, is calculated according to Equation (3).

In addition to the linear pricing model described above, wavigle a pricing model in which a risk cost is added
to bookings that leave transport capacity unbooked. Thecadst is based on an estimated probabiitat the time of
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giving a link transport proposal, that there will be at leasé more booking before the departure. Typically, the risk
costs for bookings decrease as the amount of booked tramspacity increases, and it is the responsibility of the use
of TAPAS to specify how the probabilities should be calocedht

In the pricing model with a risk cost, the order cost is cadted as:

corder — ¢ . L 4 cUelw) + risk, (8)

where the risk cost is calculated as:
risk=(1-d)-c'- R (9)

andfRis the remaining transport capacity, at the time of bookimgercentage of the total capacity.

In summary, we propose twoftkrent approaches for setting the price for transport capamie where the price
depends linearly on how much capacity is ordered, and oneenderly bookings gets a larger share of the transport
cost to cover for the uncertainty regarding future bookings

3.3 Implementation

TAPAS is implemented as a discrete event simulator, sinclwed it appropriate to model the studied domain as a
chronological sequences of events, representing aet\stich as order processing, loading, unloading, depsyaumnd
arrivals. It makes use of a next-event time advance meadmaimistead of fixed-increment time advance approach, due
to its ability to simulate time in an arbitrary level of détaiAPAS is implemented in the Java language, and the decisio
making simulator is implemented using the Java Agent DEwalkent Framework (JADE) platform (Bellifemine et al.,
2007).

Agents operate autonomously and typically asynchronoaslyin agent-based (parallel) simulation it is important
to carefully consider how to synchronize activities witle imulation clock. There are two approaches for synchro-
nizing parallel simulation (cf. Xuehui et al., 2009);donservative protocolactivities are always simulated in chrono-
logical order, and iroptimistic protocolsactivities are allowed to be simulated in non-chronolobarder, however
with the consequence that the simulation needs to be restbvéren synchronization errors occur. TAPAS makes use
of a conservative approach, in whictsgnchronization ageris used to ensure that activities always are simulated in
chronological order. The synchronization agent managesithulation clock and it maintains teeent queuen which
future events are sorted in chronological order. It shoaldhbted that, at a particular point of time only some future
events are typically known; events are continuously geadras the simulation proceeds over time. The behavior of
the synchronization agent can be described as a loop in vith(ithremoves the first event (i.e., next in time) from the
event queue and (2) advanced the simulation clock to the dintiee event that was removed from the queue. It also
sorts new events into the event queue whenever they aredreat

Activities are in TAPAS represented by start and end evemitéch makes it straightforward to simulate that ac-
tivities may take longer time than expected, i.e., delayacitivities. In TAPAS it is possible to model production and
transportation using user-defined probability distribn$. Start events are created as consequences of othéres;tiv
e.g., since order processing occurs at fixed points in tireestart event for next order processing is created when
processing the end event for the previous order procesaimjevents for starting production and transportation are
generated at the time of booking those activities. The erdtdor an activity is created at the start of the activitg.(i.
when the start event is processed). The delay for an actdviigown already when the activity starts, and it is therefor
captured in the time for the end event of the activity.

Those physical entities that perform activities (not ésitsuch as links and nodes) are in TAPAS connected to
agents. For example, vehicles are connected to transporh@ts and production facilities to production planners.
When the synchronization agent processes an event, it saméssage to the agent connected to that event, providing
informing about the activity that should start or end (defieg on whether the processed event is a start or end event).
In case the activity cannot start (or end) at the particutémtof time, the agent returns a message informing abotit tha
The synchronization agent is equipped with a mechanismdodling delays and dependencies between activities. In
addition to managing the event queue, the synchronizagentaalso keeps a list of events that foitelient reasons are
unable to start, e.g., since they are waiting for other, @by delayed, activities to end. For example, the logdiha
vehicle in a producer depot may have to wait for a delayedymrtion to finish. Whenever an activity has ended (i.e., an
end event has been processed) the synchronization cheaksaftivity in the waiting list could start as a consequence
of the ended activity. If that is the case, the synchronirasigent creates a start event for the activity that might sta
and schedules it in the event queue as early as possible.

4 Scenario and simulation study

In this section we illustrate the functionality includedTAPAS by briefly describing a simulation study that has
been conducted in a scenario around the Southern BalticT®&ascenario is an extension of a scenario that has been
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studied in collaboration with partnersin an EU financedgebgalled EastWest Transport Corridor (hitpww.eastwesttc.org).
It contains one logistical terminal, in Kaunas (Lithuaniahich provides two types of products, and three customers;
one in Sweden (Almhult) and two in Denmark (Copenhagen ahgeEg). In the scenario, which is illustrated in Fig. 4,
transportation of 20 ft ISO-containers (TEUs) from Kaurathe three customers isfered by five transport providers.
Transportation by sea and rail is assumed to follow timetaihile transportation by road is demand driven. A detailed
description of the scenario, including input parametersfioentities, timetables, etc., is given in (Holmgren, 2p1

Almhult (SE)

60. -~ Rail -------

Taulov (DK) Hassleholm (SE)-~  + \ \77 | Road
-— - VN Sea e

. 8l --@--0240 140.---" ®--F2_ 77 Sea
Esbjerg (DK) - S Pid S~
’ 195 ~ 2 | Karlshamn (SE)
Copenhagen™~32 T 537

Term. (DKkopenhagen Cust. (DK) ""n.\___\Klaipeda (LT)

. e
~.240
Fredericia (DK) < Kaunas (LT)

DK=Denmark, SE=Sweden, LT=Lithuania

Fig. 4: lllustration of the transport network used in thersaméo, where the numbers on the links represent distances in
kilometers.

We studied the consequences of three transport policy dratructure measures aimed at achieving a modal shift
from road to rail and sea transportation, which is a goaliwithe European Union (European Commission, 2001); an
introduction of a kilometer tax for heavy trucks in Sweded @arts of Denmark, a C{ax for all types of transports
in the studied area, and a new direct railway link betweerngkamn and Aimhult (the so-called SouthEast Link). The
kilometer tax level is suggested in (Friberg et al., 20079 iais differentiated based on the euro class, as well as on the
total weight of the trucks, the CQax levels are similar to the levels discussed in (SIKA, 2088d the SouthEast Link
is an infrastructure project that is currently discussefweden. In the study, we investigated twéaient timetables
for the SouthEast link.

The scenario and its results have been validated througtviatvs with domain experts, and a visualization of the
scenario helped us discover unrealistic assumptions afaditdate the communication of assumptions and simutatio
results. We have performed sensitivity analyses @edént input parameters in order to understand what influence
different parameters have on the results. Moreover, the estini@nsport cost structures, i.e., the relations between
time-based and distance-based costs have been compaheddost structures used in the Samgods model (Swahn,
2001).

In the simulation study we considered the following expental settings:

S0. The base case refers to the current situation in which notiedftudied measures are applied.

S1. SO+ a kilometer tax of 0.15 eurkm for trucks operating in Sweden, and between Copenhageniia and
Copenhagen Customer.

S2. S0+ a CQ, tax for all vehicles operating in the modeled region. Taxele¥rom 010 eurgkg up to Q30 eurgkg in
steps of 05 were considered. We let S&efer to setting S2 with a C{tax level of Ox eurgkg.

S3. SO0+ a new railway link between Karlshamn and Almhult (i.e., treu®iEast Link). Two timetables, which are
synchronized in dferent ways with ferry arrivals in Karlshamn (from Klaipeda)ere considered: (a) worse
synchronization and (b) better synchronization (see (Hgoém, 2011) for specification of timetables).

For each setting we simulated 420 days with a precision ofrl. Mie made simulation runs with 10 sets of random
generator seeds for variation of consumptiotitéaent seeds were used foffdrent customers). Each set of seeds was
used for all settings, which enabled us to make pair-wisepasisons of results for fierent settings.

From a larger set of available routes (see (Holmgren, 2adrigdecification of all routes available in the scenario),
we observed that the following five routes were used, howievdifferent proportions for dierent settings:

Route 1. Kaunas (Rail) Klaipeda (Sea) Karlshamn (Road) Almhult

Route 2. Kaunas (Rail) Klaipeda (Sea) Karlshamn (Rail) Aimhult

Route 3. Kaunas (Rail) Klaipeda (Sea) Karlshamn (Rail) Copenhagegminal (Road) Copenhagen Customer
Route 4. Kaunas (Rail) Klaipeda (Sea) Karlshamn (Road) Copenhagsto@er

Route 5. Kaunas (Rail) Klaipeda (Sea) Fredericia (Road) Esbjerg

An important indicator of the impact of the studied measisédke route choice, which we illustrate with the per-
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centage of TEUs transported usingtdient routes. In Table 2 it can be seen that all of the studieaores caused a
shift towards routes involving more rail transports and lesad transports. However, forfidirent measures the shift
was observed in dlierent parts of the network. For transportation to Almhiig only measure that showed &feet on

the route choice is the SouthEast Link. In the settings witlloe SouthEast Link, all TEUs were transported on road
between Karlshamn and Almhult (i.e., Route 1). In the sg#tiwith the SouthEast Link (S3a and S3b) we observed
shifts toward Route 2 using the SouthEast Link (i.e., raflwan S3a in average.8% and in S3b in average 486 of

the TEUs were transported using Route 2. Not surprisinglthé setting with better timetable synchronization (S3b)
we observed a higher shift than in the setting with slightbyrse synchronization (S3a). In all settings, transpamati

of all TEUs to Esbjerg were made using Route 5, with sea ti@mation from Klaipeda to Fredericia followed by road
transportation from Fredericia to Esbjerg. This is reabtsdue to the fact that the long distance makes it econolyical
tractable to use sea transportation instead of land tratatfwm through Sweden and Denmark. For Copenhagen Cus-
tomer, which can be reached only by truck, the results varthiditferent settings. For settings SO and S3, in which no
measures were applied for transportation on the routes pei@wmgen Customer, all transports were made using road
transportation from Karlshamn directly to Copenhagen @usr (i.e., Route 4). In setting S1 (kilometer tax), a 100%
shift towards Route 3 using rail between Karlshamn and Clopgen Terminal followed by road transportation between
Copenhagen Terminal and Copenhagen Customer was obsEorezkttings S2 (Cé&tax), a gradually increasing shift
towards Route 3 was observed as the tax level was increased.

Fig. 5: For each studied measure, the relative reductiopginentage) of COemissions for (a) the whole system, and
(b) land transports in Sweden and Denmark.
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A positive consequence of achieving a shift from road totraihsportation is a reduced amount of £&hnissions.
All observed reductions of Cemissions in the studied system was a consequence of a niditi&lesm road to rail in
Sweden and Denmark. In Table 2 we show the averageddissions (in tons), as well as the average transport work
(in tonne-kilometer), which is another important indicatba changed transport pattern, for transportation of dae T
from Kaunas to each customer. Moreover, in Fig. 5 we presentalative CQ reduction for (a) the whole system, and
(b) land transports in Sweden and Denmark. The main reas@mbserving a small reduction of G@missions when
considering all simulated transports is that a significliars of the transports in all settings were made using sea and
rail transportation between Kaunas and Karlshamn and leetWé&ipeda and Esbjerg. Further, the transport costs are
affected in dfferent ways by dierent measures and it may be important to analyze the positects (e.g., reduced
CO, emissions) in relation to the economic impact caused byyappmeasures. For the studied measures, we show in
Table 2 the average costs for transporting one TEU to tfierdint customers.

5 Discussion

A general assumption in TAPAS is that decision makers aral loast minimizers. It is possible to model decision
makers in other ways, e.g., by letting them behave accotdirsgnple rules that are coded into the agents. However,
it is often reasonable to assume that real-world decisiokenssstrive towards behaving optimally. Moreover, it may
sometimes be relevant to let other factors than cost, engirammental impact, reliability and punctuality, influen
the decision making. However, most types of factors can peesented in the decision making process hifedent
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Table 2: For each setting, the average taken over 10 reiplicsafior a number of relevant types of output data.

SO S1 S2.10 S2.15 S2.20 S2.25 S2.30 S3a S3b
Share of TEUs (in percentage) transported using different routes (differentiated on customer)
Almhult Route 1 100 100 100 100 100 100 100 94.2 56.4
Route 2 0 0 0 0 0 0 0 5.8 43.6
Copenhagen Route 3 0 100 49.6 49.6 66.0 78.5 100 0 0
PEMNAgEN poute 4 100 0 50.4 50.4 34.0 215 0 100 100
Esbjerg Route 5 100 100 100 100 100 100 100 100 100
Average transport work (in tonkm) for transportation of one TEU to each customer (differentiated on transport mode)
Rail 2640 2640 2640 2640 2640 2640 2640 2689 3009
Almhult Road 847 847 847 847 847 847 847 798 478
Sea 5907 5907 5907 5907 5907 5907 5907 5907 5907
Rail 2640 5280 3949 3949 4382 4713 5280 2640 2640
Copenhagen Road 2123 352 1245 1245 954 733 352 2123 2123
Sea 5907 5907 5907 5907 5907 5907 5907 5907 5907
Rail 2640 2640 2640 2640 2640 2640 2640 2640 2640
Esbjerg Road 1045 1045 1045 1045 1045 1045 1045 1045 1045
Sea 9900 9900 9900 9900 9900 9900 9900 9900 9900
Average CO; emissions (in tons) for transportation of one TEU from Kaunasto each customer
Almhult 0.623 0.623 0.623 0.623 0.623 0.623 0.623 0.622 ®.61
Copenhagen 0.679 0.660 0.670 0.670 0.667 0.664 0.660 0.679 .6790
Esbjerg 0.885 0.885 0.885 0.885 0.885 0.885 0.885 0.885 50.88
Average cost (in euro) for transporting one TEU to each customer.
Almhult 364.2 368.5 426.0 456.9 487.8 518.7 549.6 364.7 364.
Copenhagen 554.8 566.3 627.3 660.9 695.4 729.4 764.5 5549 5485
Esbjerg 519.0 519.0 606.9 650.8 694.7 738.6 782.6 519.0 0519.

types of costs. For instance, uncertainty regarding rifitialand punctuality may be represented as internal costs i
organizations, and environmental impact may be reprederstgovernmental taxes and fees.

The cost models that are used in TAPAS (e.g., for productiansportation and ordering) have mainly been chosen
to enable real-world resemblance to be obtained in modekeassios, and we argue that this is the best way to define
cost models in a simulation model like TAPAS. For instanbe,model for estimating production costs allows the user
to define three types of production strategies; batch ptimlucontinuous production, and instant retrieval of protd
from inventory. Moreover, two dierent models for setting transport prices are providedtlamdser of TAPAS decides
on case basis which model is best to use. However, therertis fooimprovement of the cost and pricing models. For
instance, it could be relevant to provide the possibilityrtodel product-dependent fixed costs and preparation times
in terminals to be able to represent special requiremeime (and other resources) that are needed for loading and
unloading of particular product types. Also, it could beekgnt to introduce fixed costs in a production line, e.g., to
represent wastage when changing product types. Howeiewdtluld require a more advanced model for determining
production costs. Further, it would be relevant to extend iamprove the models for calculating transport costs, e.g.,
since diferent types of time aspects often have an important influendlee decision making regarding which transport
alternatives are most appropriate (Sommar and Woxenil§,)2@ possible extension would be to model punctuality
as a cost component to let it have an influence on the decisakingn. Moreover, train transport costs include many
different cost components, which interact in a rather complex aad a possible extension would be to make use of
some of the ideas in the train transport cost model propogddzhe (2009). Similarly, the ship transport cost model
could be further refined, e.g., by also taking into accouet éensumption at berth.

An important advantage of agent models is the modular strectvhich enables adjustments of local models. To
develop TAPAS to function even better as a general trangf@in simulation model, a library of flerent types of
models, strategies, and behaviors would facilitate theukition of diferent scenarios. Moreover, the possibility to
achieve benefits by advanced cooperation, such as joimiplgmithin the transport chain, is an aspect that would be
relevant to investigate further. As an example, the trartgpoviders, as well as the customer could benefit fronrigtti
T 8B negotiate directly with the customer regarding the dejivéne window when there are cosffieient transport
alternatives that have been disregarded due to penaltieendble cooperation between decision makers to be captured
in TAPAS, it would be necessary to extend the proposed iati@raprotocol. A possible approach would be to model
agents as finite state machines, in whicfiedent types of behavior are allowed only when an agent isriaicestates.
This would make it easier to customize the communicatioweeh agents for particular scenarios, which would further
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increase the generalizability of TAPAS.

Another aspect that would be interesting to consider is dyaagent behavior, which would further improve the
possibility to accurately mimic real-world situationswibuld be interesting to consider agents that learn from expe
ence how to improve their behavior. For instance, it woulghbssible for customer agents to improve their ordering
strategies by dynamically updating their safety stocklewen it is realized that some product types frequently run
out of stock. Moreover, it would be interesting to allow atgeto dynamically enter or leave the system, which would
make it possible to study how situations evolve over longeigals of time.

6 Conclusion and future work

We have presented a micro-level model for transport chamulsition. By using agent technology, we were able
to simulate the decision making activities as well as theraxttion between actors, which idfttult, if possible at
all, using traditional techniques. By conducting a simiolatstudy in a scenario around the Southern Baltic Sea, we
have shown that it is possible to use TAPAS for studying vexitypes of transport policy and infrastructure measures.
Moreover, we have shown (1) that it is possible to deal withdbmplexities of mixing timetabled and demand driven
transports in the algorithmic approach (2) that it is pdssib simulate the principles of EOQ by letting the customer
select the best order quantity among a set of possible diggntand (3) the interaction framework is appropriate for
capturing the ordering process in a multi-agent-basedp@n chain simulation model for analysis, e.g., of tramspo
related policy and infrastructure measures.

The studied scenario contains 12 agents; 3 customers, ligtfod planner, 5 transport planners, 1 transport chain
coordinator, 1 product buyer, and 1 transport buyer. Weebelit is possible to scale up the size of scenarios to a few
hundred producers and customers without reimplementin@AB) however, this need to be confirmed in simulation
experiments. The goal is to be able to use TAPAS for studyanggelr regions containing thousands of producers and
customers. A possible approach to improve the scalabiliiyld/ be to enable TAPAS to be executed on multiple
processors.

Below we give a few pointers to further development of TAPASRtensions of the modeling on the agent level
include: (1) integration of sophisticated optimizatiog@ithms in the agents to improve the quality of their dexisi
(2) allowing agents to communicate outside the proposedantion protocol to enable enhanced cooperation between
transport chain actors, (3) allowing agents to learn fropegience, and (4) allowing agents to dynamically enter and
leave the agent system. Examples of interesting extengidhe physical simulator are: (1) including external aspec
that dfect transportation, e.g., by simulating otheflitaon the links, which would enable us to study tHeeets of
link congestion, (2) simulating that real world orderingpessing is time consuming (currently order processing is
assumed to be instantaneous), and (3) allowing customerstd be processed in parallel, which would require that
aspects related to resource allocation in the orderinggsneed to be carefully considered.
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