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Intergranular fracture of tungsten containing phosphorus impurities: A first principles investigation

Pär A. T. Olsson*, Jakob Blomqvist

*Materials Science and Applied Mathematics, Malmö University, SE-20506 Malmö, Sweden

Abstract

In the present work we have studied the influence of phosphorus impurities on the grain boundary strength of tungsten by means of quantum mechanical calculations based on density functional theory. As model grain boundary we consider the Σ5(310)[001] high angle configuration. The results show that by the introduction of a clean (i.e. impurity free) grain boundary in the bulk, the strength and peak stress of the cohesive zone are reduced and they are further reduced by the introduction of impurities. This effect can be attributed to the formation of polar bonds between W and P, which leads to a weakening of the interface. Based on a thermodynamic analysis of the cohesive zone during the straining we find that diffusion of impurities may occur to retain thermodynamic equilibrium for constant chemical potential. This contributes to the gradual reduction of the peak stress related to fracture, which can contribute to diffusion driven delayed cracking, even when subjected to static loads.
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1. Introduction

Owing to its high melting point, low coefficient of thermal expansion, high thermal conductivity and sputtering resistance, tungsten (W) and its alloys are considered to be the leading solid material candidates for plasma-facing components in future fusion devices such as the Tokamak reactors in the international thermonuclear experimental reactor (ITER) as well as the planned future demonstration fusion reactor (DEMO). Much of these attractive features emanate from the strong bonding between 5d electrons, which results in remarkably high cohesive energy (≈ 8.9 eV/atom [1]). However, a fundamental concern of using W for such applications is the high ductile to brittle transition temperature (DBTT) and its dependence on the microstructure and impurity concentrations [2–6]. Experiments have revealed that the DBTT for single-crystalline tungsten can be as low as -196°C [7], whereas poly-crystalline samples can remain brittle up to about 800°C [8]. For the application of fusion reactor components, this is a major concern in light of the fact that the temperature at the armour material of the first wall and diverter under operating conditions typically lie in the range ~600-900°C, which in principle means that the first wall armour material is at risk of rupturing because of brittle fracture [2, 9, 10]. This is of particular importance for the thin layer tungsten diverter surface, which is subjected to significant thermal gradients, resulting in stresses that can reach hundreds of MPa at regular operation and even higher stresses when subjected to transient loads such as plasma disruptions [9, 10].

To explain the wide range of DBTT, a number of experimental studies have been performed to bring insight on the mechanisms responsible for its behaviour. It has been deduced that the DBTT is strain rate dependent and there is a strong correlation with the activation energy associated with screw dislocation mobility. Moreover, the introduction of impurities increases the activation energy, implying further reduced dislocation mobility for impure tungsten which is attributed to impurity segregation at the dislocation core inhibiting the movement [11, 12]. The DBTT is expected to be further increased while in operation, because of the cascade damage following the unprecedented degree of radiation that the material will be subjected to during operation. Moreover, transmutation of tungsten into rhenium or osmium may contribute to precipitation hardening [13]. These events collectively will result in a change in the microstructure with increased vacancy, self-interstitial and dislocation densities along with formed precipitates that further reduce the ductility and inhibits dislocation movement [2].

Because of the high melting temperature (~3400°C [1]), tungsten products are commonly fabricated through the employment of powder technology, rather than melting or casting. Thus, most tungsten materials for practical applications have a poly-crystalline microstructure. To gain insight on the fracture behaviour of poly-crystalline tungsten, experimental studies have been performed to compare the fracture behaviour of single- and technically pure poly-crystals [12, 14]. These works have shown that cleavage failure along the grain boundaries limits the fracture toughness in poly-crystalline W and the explanation commonly cited is that segregation of impurities at grain boundaries reduces the grain boundary strength and results in mode I type cleavage as opposed to ductile failure. In particular, it has been believed the main cause of this behaviour can be attributed to impurities of sulphur (S), oxygen (O) and phosphorus (P) segregated at the grain boundaries, whereas car-
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bon (C) and boron (B) impurities improves the strength [2]. Of these elements, especially P has been deemed to be the main culprit of the grain boundary embrittlement of technically pure tungsten. This conjecture has been motivated by an observed correlation between loss in ductility and increasing P content [15]. However, recent experimental works have indicated that impurity free grain boundaries also may preferentially rupture by cleavage [16]. Thus, there are contradicting experimental observations, which could imply that even impurity-free grain boundaries may undergo brittle failure. Therefore the mechanisms responsible for promoting grain boundary cleavage are not fully understood and the degree to which different element impurities weaken the grain boundaries remains elusive. Also the question of whether all the aforementioned impurities affect the grain boundary strength is unanswered, which merits further investigation.

To gain insight on the effect of impurities on the physical and mechanical properties of materials, ab initio methods such as quantum mechanical density functional theory (DFT) serve as useful tools to predict the behaviour. Such modelling can be used to predict ideal fracture mechanical properties related to transgranular and intergranular fracture, cf. for instance [17–21] and the references therein. For modelling grain boundary cohesion of body-centered-cubic (BCC) metals, owing to its industrial importance, iron grain boundaries have been the scope of numerous ab initio modelling efforts [22–28] to understand the influence of impurities and alloying elements on the grain boundary properties. Although not studied to the extent as to iron, because their electronic structures differs substantially from iron, impurity inhabited grain boundaries in molybdenum [29–31] and niobium [30, 31] have been modelled by means of DFT to elucidate how the electronic structure affects the grain boundary cohesion.

With respect to tungsten, semi-empirical works addressing impurity embrittlement were performed by Krasko and co-workers [32, 33], who studied the influence of impurities (N, O, P, S, Si, B, and C) on the cohesion of Σ(111) type grain boundaries. It was reported that, with the exception B and C, all considered impurities contribute to a weakening of the grain boundary. Boron and carbon, however, were found to improve the grain boundary cohesion. In light of the potential application of tungsten as plasma-facing material, recently some studies have been conducted to investigate the embrittling potency of impurities by means of DFT modelling in conjunction with the ideal grain boundary fracture energy criterion formulated by Rice and Wang [34]. For these applications H and He isotopes are of particular interest, which based on the Rice-Wang criterion have been found to reduce the grain boundary fracture energy [35, 36]. Moreover, it has been predicted that H-impurities lower the peak stress required for decohesion [35]. Similar modelling has been employed to identify potential transition metal candidates to improve the grain boundary strength [37–39]. Such works have revealed that solutes located at the centre of the d-band in the periodic system are beneficial for improving the grain boundary strength [39]. Regarding P impurities in W, based on the Rice-Wang formalism it has been observed that the introduction of impurities leads to grain boundary weakening [40]. Moreover, by separating the mechanical and chemical effects, a recent DFT-based work [41] has implied that the small lattice parameter and the strong bonding of tungsten yield an enhanced embrittelling effect when impurities are introduced, compared to other BCC metals.

Despite that previous DFT-based works, in accordance with experimental results, have established that P impurities lead to an embrittlement of tungsten grain boundaries - detailed investigation of the gradual reduction in grain boundary strength during the separation and the cleavage behaviour remains. Thus, the purpose of the present work is to study the influence of P impurities on the grain boundary strength by means of DFT modelling. In particular, we aim to investigate how they affect the peak stress associated with decohesion and Griffith work of fracture, and how the impurity transport influences the cohesive strength during the mode I opening based on a thermodynamic description of the equilibrium impurity coverage. This will give qualitative insight to the influence of P atoms on the cohesive strength of grain boundaries and provide traction-separation data that can be used for macroscopic cohesive zone modelling of intergranular fracture in tungsten. Moreover, as part of this work we investigate how the charge distribution is altered by the addition of P-impurities in the grain boundary, to study the electronic mechanisms behind the impurity induced grain boundary weakening.

The paper is organised as follows: In the following section, continuum modelling of brittle fracture and decohesion are discussed. This is followed by a description of the computational methods used in this paper and a disposition of the obtained results. Finally, the paper ends with a short summary of the observations and conclusions.

2. Cohesive zone modelling of cleavage fracture of grain boundaries

For fracture events displaying limited plasticity the cohesive zone approach is a useful tool for modelling the interfacial energetics and traction-separation behaviour in the process zone [42, 43]. The total response of the solid can be described in terms of the cohesive zone model representing the interfacial strength and the elastic response of the underlying atomic planes. To extract the cohesive zone parameters based on first-principles modelling it is necessary to assume that the inclination between the decohering planes is small such that the crack opening can be described by the separation of essentially parallel planes. For the case of brittle decohesion this is a good approximation in the local proximity of the decohering site and gives insight to the fracture properties of the material.

For modelling brittle fracture of grain boundaries in solids, it is beneficial to consider the interface as a cohesive zone embedded in an elastic medium. This encourages the employment of excess properties such as proposed by Gibbs for describing interfaces [44–47]. Through this approach the excess properties can be used to represent inhomogeneities such as interfaces and grain boundaries in the material. The excess energy of a decohering grain boundary can be defined as the difference between the total energy of the fracturing solid and that of an ideal
bulk. This definition suggests that the surrounding crystalline regions retain bulk properties and that the fracture is localised at the interface. The excess energy is described by a potential $\phi(\delta, \theta)$ that gives the strain energy in terms of the interplanar separation, $\delta$, and the impurity coverage, $\theta$.

Owing to the fact that impurities may be attracted to regions of high stresses, it may be necessary to account for impurity diffusion towards the crack tip when computing the cohesive zone properties. Such diffusion leads to varying degrees of impurity coverage for the gradually separating crack surfaces and it can occur either via the free crack surfaces or through point defect clusters forming as a result of the irradiation damage accumulated while in service. This becomes important when the crack growth occurs much slower than the impurity motion and to account for it, the modelling needs to be performed at constant chemical potential. To ensure chemical equilibrium it is necessary that the chemical potential of impurities within the cohesive zone matches that of the impurity reservoir from which the diffusing impurity atoms emanate [46]. Through Legendre transforms the grand force potential to be minimised can be defined as

$$\Phi(\sigma, \mu, T) = \phi - TS/A - \sigma\delta - \mu\theta/A \quad (1)$$

where $S$ is the entropy, $\mu$ is the chemical potential, $\theta$ is the impurity concentration and the stress is represented by $\sigma = \partial\phi/\partial\delta$ [46, 48]. Typically, to compute the effects of temperature it is necessary to resort to statistical mechanical approaches, such as cluster expansion techniques [49–51], to account for configurational entropic contributions. Moreover, the vibrational entropy can be accounted for through the quasi-harmonic approximation, which relies on the computed phonon density of states [52]. However, in the present work we neglect the entropic contributions to (1).

3. Simulation setup and methodology

3.1. Numerical details

All DFT simulations in this work are performed using the well-established Vienna ab initio simulation package (VASP) [53–56]. For modelling the electron-ion interaction we adopt the frozen core projector-augmented-wave (PAW) method [57, 58] with the electron descriptions for W and P comprising the 5d$^4$6s$^2$ and 3s$^2$3p$^3$ orbitals, respectively. Because the van der Waals (vdW) interaction is of great importance to describe the ground state of phosphorous, for assessing the exchange and correlation contribution in all simulations we adopt the non-local optB88-vdW exchange-correlation functional described by Dion et al. [59, 60] and implemented by Klimes et al. [61, 62]. It is well established that vdW-based exchange-correlation functionals or corrections are necessary to accurately capture for instance the adsorption of vdW-dominated compounds onto metal surfaces [63]. Moreover, such strategies are required for an accurate account of the crystallography of many phosphorus morphologies and their cohesive energy [64, 65], whereas conventional approaches fail to describe the interaction. Although we expect the vdW-interaction to be relatively small in the present application, we utilise the optB88-vdW exchange-correlation functional to ensure an improved description of the phosphorus ground state properties.

In order to obtain satisfactory results we have converged the kinetic energy cutoff for the plane-wave basis set and k-point density such that the ground state energy is converged within 1.0 meV/atom. To achieve this, we have used a kinetic energy cutoff of 400 eV and a k-point grid for the first Brillouin zone of the primitive tungsten BCC cell corresponding to a gamma-centered $16 \times 16 \times 16$ sized grid generated by means of the Monkhorst-Pack method [66]. The k-point mesh for the supercells used in the decohesion simulations are made commensurate with the primitive BCC cell. In order to prevent numerical issues with lack of convergence from occurring, we use smearing of the Brillouin zone integration based on the Methfessel-Paxton scheme [67]. The adopted smearing width used in the calculations corresponds to a broadening of 0.2 eV, which was found to give satisfactory convergence and accuracy.

3.2. Ground state calculations and supercell convergence

Tungsten is a group VIB refractory metal with a ground state structure corresponding to a BCC crystal with lattice parameter $a_0 = 3.165$ Å [68], cf. Figure 1(a). To ensure that the DFT modelling accurately predicts the ground state we perform fully relaxed calculations in which both the size and shape of the modelling accurately predicts the ground state we perform fully relaxed calculations in which both the size and shape of the primitive BCC cell are allowed to vary in order to find a stress free equilibrium state, whereby the optimised cell dimensions are evaluated and compared with the experimentally measured lattice parameter. For phosphorus there are different configurations that can be used as a reference for the ground state, including many minerals. For benchmarking the adopted modelling approach, in the present work we consider two different configurations for pure phosphorus: bulk black phosphorus (A17 lattice) and an isolated $P_2$-molecule. Experimental observations have revealed that black phosphorus has a ground state configuration corresponding to an orthorhombic crystal with $a = 3.313$ Å, $b = 10.473$ Å and $c = 4.374$ Å, with $\alpha = 103.04$ and $\gamma = 0.0806$ [69], see Figure 1(b). $P_2$ is a molecule containing four P atoms ordered in a tetrahedral manner [70], see Figure 1(c). The experimentally observed bond length for such molecules corresponds to 2.195 Å. To compute the ground state energy of an isolated $P_2$-molecule, it is placed at the centre of a large supercell of size $10 \times 10 \times 10$ Å, whereafter the atomic positions are optimised while the supercell size and shape constrained to remain unchanged. This way the interaction with the molecules in the neighbouring periodic cells is limited, and the computed ground state energy can be considered to be that of an isolated molecule.

The grain boundary considered in this work corresponds to a $\Sigma 5(310)[001]$ configuration, which is illustrated in Figure 1(d). This grain boundary is a symmetric tilt boundary with the rotation angle corresponding to 36.9° about the [001]-rotation axis, which is commonly observed experimentally in group VB and VIB refractory metals [71–73]. The number of atomic layers to be utilised in the normal direction of the grain boundary was evaluated by studying the grain boundary energy for 20 and
and interstitials using the relation
\[ \Delta E^b = E_{\text{sub}} - (E_{\text{int}} - E_{\text{host}}) \] (2)
where \( E_{\text{sub}} \) and \( E_{\text{int}} \) are the supercell energies of systems containing a substitutional and interstitial, respectively and \( E_{\text{host}} \) is the energy of the perfect BCC primitive cell. Because we consider two different interstitials we need to compute \( \Delta E^b \) for both the tetrahedral and octahedral types. If \( \Delta E^b \) is negative, the impurity is preferentially situated as a substitutional, whereas a positive value implies an interstitial preference.

To compute the segregation energy in the bulk we adopt the definition from \([40]\), in which it is defined as
\[ E^b_S = E_{\text{sub}} - (N - 1)E_{\text{host}} + E_P \] (3)
for a substitutional and for an interstitial
\[ E^b_S = E_{\text{int}} - (NE_{\text{host}} + E_P) \] (4)
where \( N \) is the number of W atoms in the perfect supercell and \( E_P \) is the ground state energy per atom for the black phosphorus structure.

When studying the influence of P-impurities situated at the grain boundaries, they are placed in the voids that form in the grain boundaries and at octahedral sites in its proximity as illustrated in Figure 1(d) and (e), whereafter relaxation ensues for the impurity atoms to relocate to equilibrium sites. To compute the grain boundary segregation energy, \( E^b_{Gb} \), we use the relation
\[ E^b_S(\theta) = E^b_Gb(\theta) - E^Gb_Gb(\theta - 1) - \min(E^b_{\text{sub}}) - E_P \] (5)
in which \( E^b_{Gb}(\theta) \) is the ground state energy of a supercell containing \( \theta \) P-impurities per grain boundary and \( \min(E^b_S) \) represents the minimum energy of (3) and (4).

Since the main scope of this work is to qualitatively study the influence of impurities on the mechanical properties of grain boundaries, seven degrees of gradually increasing impurity coverage are considered: one without any impurities \( (\theta = 0) \) and gradually increasing the coverage to contain up to six impurity atoms \( (\theta = 1 - 6) \) to account for the fact that upon cleavage the free surfaces may be subject to increased coverage following impurity transport. The first four impurity atoms are placed sequentially in the voids of the grain boundary, see Figure 1(e), and the additional two are placed at octahedral sites immediately next to the grain boundary, see Figure 1(d). A more complete description would be to model multiple intermediate configurations by considering larger supercells for instance through coarse grained techniques such as cluster expansion modelling \([49–51]\). Because we in the present work view the crack opening as the gradual separation between layers accompanied by impurity diffusion to cover the free surfaces, the considered impurity configurations are sufficient to give a qualitative description of the cohesive zone properties for the system at hand.

3.4. Decohesion
For the decohesion, the property of particular interest is the excess energy curve, which can be used to evaluate cohesive
zone properties associated with grain boundaries, including the peak stress and the Griffith work of fracture. To extract such properties we adopt the strategy outlined by Van der Ven and co-workers [44, 46]. In this approach the grain boundary is seen as an anomaly from the otherwise homogeneous crystalline material. Thus, in order extract the deviating behaviour triggered by the grain boundary, the response of the defect free crystal needs to be mapped out. For this purpose we perform relaxed \textit{ab initio} tensile simulations of a perfect crystal strained in the [310]-direction. In the literature [44, 46] it is well documented that such simulations have more than one potential equilibrium state, depending on whether the initial state supercell is subjected to an evenly distributed strain or if the strain is localised between two atomic planes. In the present work both possibilities are accounted for by probing the energy vs. displacement for both tensile strategies and then for each strain increment it is assumed that the prevailing ground state configuration is that which exhibits the lowest energy.

To extract the excess energy of the defect free bulk crystal, it is assumed that the interplanar interaction can be described by an interplanar potential $\phi$ [75]. Hence, if the supercell contains $n$ [310]-layers and is subjected to an elongation, $\delta_e$, the total strain energy, $\phi$, can be described by

$$\phi(\delta_e) = (n-1)\phi(\delta_1) + \phi(\delta_2)$$  \hspace{1cm} (6)

where $\delta_2$ and $\delta_1$ represent the interplanar stretch of the excess region and the surrounding bulk, respectively. This means that $\delta_2$ accounts for stretch associated with the interface and that the remaining atomic planes are assumed to be uniformly separated by $\delta_1$. Strictly this is an idealisation because the stretch of the atomic layers in the proximity of the interface will not necessarily correspond to $\delta_1$. However, the energy contributions associated with this minor deviation is incorporated as a part of the excess potential. Below the inflection point, where the strain energy of the evenly strained configuration is less or equal to that of a cleaved configuration, $\delta_1 = \delta_2$ and $\delta_e = n\delta_1$. However, when the supercell elongation exceeds beyond the inflection point, cleavage has started to occur, which implies $\delta_1 < \delta_2$. In that case the relation between $\delta_1$ and $\delta_2$ can be obtained by the fact that there is equilibrium between all atomic planes and the interplanar stress corresponds to that in the supercell, i.e.

$$\partial \phi/\partial \delta_1 = \partial \phi/\partial \delta_2 = \partial \phi/\partial \delta_e.$$

The excess energy is assumed to have the functional format of an extended version of Rose’s universal binding energy relation (xUBER) [46, 76, 77], i.e.,

$$\phi(\delta) = \phi_0 + C\delta^2 \left[ 1 - \sum_{m=1}^{max} \alpha_m \left( \frac{\delta - \delta_0}{\delta_1} \right)^m \exp \left( - \frac{\delta - \delta_0}{\delta_2} \right) \right]$$  \hspace{1cm} (7)

which is truncated by assuming that $m_{max} = 6$. Moreover, to ensure consistency with the original UBER format [76, 77] we assign the parameters $\alpha_0 = \alpha_1 = 1$ and $\alpha_2 = 0$, while no restrictions are made for the remaining parameters, which are allowed assume arbitrary values to improve the fit. The numerical fitting is performed by using the Nelder-Mead downhill simplex algorithm [78] initiated at different starting points to ensure that an optimal solution is found.

To compute the excess for supercells containing a grain boundary, and possibly impurities, it is necessary to fix some atom layers such that not the entire supercell is subjected to strain. The reason for this is that the studied system should only contain a single grain boundary that undergoes deformation. To overcome this obstacle we simply constrain five layers surrounding one of the grain boundaries to be fixed, which ensures that only one of the grain boundaries is subjected to strain and contributes to the strain energy.

To extract the excess energy related to the grain boundary we use a similar strategy as for the bulk. If the cleavage occurs at the grain boundary, the strain energy can be expressed as

$$\phi(\delta_e) = n\phi(\delta_1) + \phi^{Gb}(\delta_2)$$  \hspace{1cm} (8)

where $\phi^{Gb}$ is the excess energy for a grain boundary. By using the knowledge of the bulk excess, the grain boundary counterpart can be extracted by using that the stress in the supercell corresponds to that between all atomic layers. Thus, we get

$$\delta \phi/\delta \delta_1 = \delta \phi^{Gb}/\delta \delta_2 = \delta \phi/\delta \delta_1$$  \hspace{1cm} (9)

and $n\delta_1 + \delta_2 = \delta_e$. Due to the prior knowledge of $\phi$, this energy contribution can be removed from the total energy, $\phi$, which enables the extraction of the grain boundary excess, $\phi^{Gb}$, as implied by Eq. (8).

4. Results and discussion

4.1. Ground state properties of BCC W, black P, $P_4$ and $\Sigma(310)[001]$ grain boundary

To benchmark the predictability of the DFT modelling, through geometrical optimisations of the size and shape of the BCC unit cell, we have evaluated the lattice parameter for pure tungsten and compared with experimental data. The optimised lattice parameters for W is equal to 3.180 Å which deviates by less than one percent from the experimentally measured value of 3.165 Å [68]. Good agreement with experimental data for the considered P-phases is highly dependent on the assumed exchange-correlation functional. Previous works [65] have indicated that conventional GGA-PBE calculations [79, 80] can predict lattice parameters that deviate by about 10% from experimental data. However, by adopting the optB88-vDW exchange-correlation functional our results are substantially improved. The relaxed lattice parameters for black P correspond to $a = 3.314$ Å, $b = 10.478$ Å and $c = 4.376$ Å, with $\alpha = 0.1036$ and $\gamma = 0.0785$, which agree very well with experimental data [69]. Likewise, the P-P bond length for tetrahedral $P_4$ predicted by DFT modelling is found to be 2.214 Å, which concurs well with the bond length 2.195 Å as observed in gas-phase electron diffraction measurements [70]. Thus, typical deviations are less than one percent, which indicate good predictive characteristics of the assumed DFT modelling. The computed ground state energy difference between black phosphorus and $P_4$ was found to be 0.30 eV/atom in favour of the black phosphorus phase.

To ensure well-converged results we studied how the supercell size affect the results. This convergence study revealed that the grain boundary energies for 20 and 24 layers only differed by less than 0.02 J/m², which are acceptable results for the
seen that they differ by less than 0.03 J/m². This leads to the conclusion that the choice of the supercell for the grain boundary calculations consists of 20 (310)-layers and a total of 80 tungsten atoms is of sufficient size for the present investigation. Thus, the ideal (i.e. unrelaxed) dimensions of the supercell correspond to 2\(a_0\) in the [001]-direction, 2\(\sqrt{10} a_0\) in the [310]-direction and \(\sqrt{10} a_0\) in the [130]-direction.

The \(\Sigma 5\) (310)[001] grain boundary is a relatively open grain boundary type, which means that it may act as a trapping site for impurities and it has a higher grain boundary energy than more closed types. It is of interest to investigate how the supercell relaxes following the introduction of the grain boundary to get an indication whether the grain boundary opens or closes up because of the relaxation. In accordance with previous DFT works on tungsten \(\Sigma 5\)-grain boundaries [39, 40, 74] the lowest energy configuration corresponds to a state where the neighbouring grains are shifted in the [001]-direction such that the mirror symmetry is broken. Specifically, the shift is found to be 0.18\(a_0\) in the [001]-direction, while the supercell increases in size because of the relaxation by 0.27 \(\AA\) in the normal direction of the grain boundary. The computed grain boundary energy for \(\theta = 0\) corresponds to 2.5 J/m², which concurs with the findings in [40, 74].

4.2. Impurity solution

Experiments have indicated that phosphorus is in general virtually insoluble in tungsten, which is why tungsten is known to only contain of the order of 10 wppm of the impurity [16]. To ensure that the adopted DFT modelling predicts these characteristics, we have computed the solution energy for impurities in the bulk as octahedral and tetrahedral interstitials. Using (2), we get that \(\Delta E^b\) is negative for both interstitial types. Specifically they become -4.3 and -6.3 eV/atom for the octahedral and tetrahedral interstitials, respectively. Because of the negative character of these energies, it is concluded that it is highly unlikely that P is preferentially situated in bulk tungsten as interstitials, instead they will be situated as substitutionals. The segregation energy for a P-impurity to occupy an existing vacancy in the bulk corresponds to 1.01 eV/atom.

A similar investigation was performed to study the impurity segregation in the grain boundary. It was found that the grain boundary segregation energy for a grain boundary with \(\theta = 1\), calculated by means of Eq. (5), is equal to -2.25 eV/atom. For the increased impurity content of \(\theta = 2, \theta = 3\) and \(\theta = 4\) it is found to be -2.69, -2.17 and -2.15 eV/atom, respectively. For \(\theta = 5\), we introduce an impurity atom at an octahedral site right below the grain boundary, see Figure 1(d). The segregation energy for such an impurity corresponds to 0.30 eV/atom. This implies that the population of P in the equilibrium grain boundary up to \(\theta = 4\) leads to a lowering of the grain boundary energy, which means that it is a plausible trapping site for phosphorus. The positive character for the octahedral sites in the proximity of the grain boundary, implies that they are not likely trapping sites for unstressed systems. These findings concur with experimental observations and explains why the fraction of P in tungsten generally is found only in low concentrations.

In light of the fact that the most likely occurrence of P is in grain boundaries, we consider this type of trap site to represent the reservoir of impurity atoms that will migrate to the cohesive zone as it is stretched. Thus, as an estimate for the chemical potential, we use the relation

\[
\mu = \frac{1}{2} \sum_{\theta=1}^{4} \left[ E^{Gb}(\theta) - E^{Gb}(\theta - 1) \right]
\]

(9)

to define the chemical potential of P in W.

4.3. Binding electron density and Bader charge analyses

To gain insight on the grain boundary cohesion character we study the bonding electron density for \(\theta = 4\) and the charge transfer between W and P. In the present work the bonding electron density is defined as the difference in charge distribution between the impurity inhabited grain boundary and that of the impurity free grain boundary and impurity sublattices modelled as separate supercells. Figures 3(a) and (b) reveal that there is

![Figure 2: (a) Supercell ground state energy variation for supercell sizes containing 80 and 96 atoms, with the reference energy corresponding to the impurity free grain boundary. (b) The difference in ground state energy between the supercells containing 80 and 96 atoms for different impurity coverages, which corresponds to the difference between the two curves in (a).](image-url)
a negative charge accumulation in the close proximity of the impurity atom and a reduction of electron density in its immediate surroundings. This is in line with the fact that phosphorus has a higher electronegativity than tungsten [81]. To investigate this closer we performed a Bader charge analysis [82] using the open source BADER code [83]. The analysis reveals that there is a charge transfer from the surrounding tungsten to the phosphorus in the grain boundary, see Figure 3(c). Specifically, it is found that the change in charge for the P atoms correspond to -1.0, which implies that phosphorus act as negatively screened ions in the grain boundary.

Cottrell [84] proposed a unified theory that implies that impurities that form covalent bonds with the matrix improves intergranular cohesion, whereas negatively screened ions, which do not form covalent bonds, weakens the cohesion. The Bader and charge density analyses reveal that the charge density between atoms is not increased, but rather reduced in the proximity of the impurity atom, which implies that no significant covalent bonds are formed between the impurity and the matrix. Thus, the bonding is of polar character and our predictions of P contributing to the grain boundary embrittlement in W is in line with those of Cottrell.

4.4. Decohesion

To determine the excess for the bulk system we conducted tensile simulations in the [310]-direction, see Figure 4(a). The modelling shows that, initially the strain energy follows a linear elastic behaviour in accordance with Hooke’s law. However, as the strain increases the separation becomes too large for the material to heal and two surfaces are created, as indicated by the vertical dashed lines in Figure 4. The total obtained surface energy for the created surfaces corresponds to the Griffith work of fracture, which appears in the asymptotic limit of large strains and amounts to about 7.6 J/m² for the present orientation. We note that the supercell strain energy depends on the number of free layers in the model [47, 75], while the excess strain energy is invariant to the number of layers available in the model. To extract the bulk excess, \( \phi_b \), we fitted the supercell strain energy (Eq. (6)) to the curve in Figure 4(a) by using the xUBER. As seen in Figure 4(a), the fitted curve corresponds well with the DFT data, which demonstrates that the adopted xUBER is a suitable parametrisation of the excess energy. The fitted parameters for \( \phi_b \) can be seen in Table 1.

Before investigating the effect of impurities on the grain boundary cohesion, we have studied the tensile behaviour of impurity free (\( \theta = 0 \)) grain boundaries. The observations are similar to those found for the perfect bulk, i.e. for small strains the behaviour follows Hooke’s law, while as the strain increases the convexity of the strain energy curve is lost and the material ruptures, see Figure 4(b). It should be noted that the minimum energy does not appear at zero strain when grain boundaries are considered. The reason for this seemingly odd choice of reference is motivated by the fact that we need to measure the strain from the perfect unrelaxed configuration, meaning that the reference state does not correspond to a stress free state. This choice of reference is necessary in order to compare the grand force potential for the grain boundary with varying degrees of impurity coverage and to accurately predict at which stress the equilibrium coverage increases. The zero stress state corresponds to an elongation of the supercell in the normal direction of the grain boundary of 0.27 Å, which was the previously observed elongation of the minimum energy state. The strain energy curve in Figure 4(b) reveals that the introduction of a grain boundary reduces the fracture energy from 7.6 J/m² to about 5.9 J/m², suggesting a slight lowering in the fracture strength of the material. The introduction of impurities yields a lowering in the work of fracture, which can be seen in figures 4(c)-(h), where the asymptotic large separation energies decrease with increasing impurity content. For \( \theta = 1 - 4 \) the
Figure 4: Total supercell energy and excess energy as function of separation for (a) bulk W strained in the [310]-direction, a $\Sigma 5(310)[001]$ grain boundary (b-h) for $\theta = 0 − 6$. The black and red markers correspond to the total supercell and excess energies computed by DFT, whereas the solid lines correspond to the fits of Eqs. (6)-(8) with $\phi_0 = 0$. The vertical dashed line corresponds to the stretch at which cleavage of the supercell initiates.
Table 1: Fitted xUBER parameters for the excess of perfect bulk, impurity free and inhibited grain boundaries. The parameter \( \phi_0 \) has the unit eV/Å\(^2\), \( C \) has the unit eV/Å. \( \delta_i \) and \( \delta_0 \) are given in units of Å, whereas \( \alpha_i \) are dimensionless. It should be noted that \( \alpha_0 = \alpha_1 = 1 \) and \( \alpha_2 = 0 \) for all fits.

<table>
<thead>
<tr>
<th>( \phi_0 )</th>
<th>( C )</th>
<th>( \alpha_3 )</th>
<th>( \alpha_4 )</th>
<th>( \alpha_5 )</th>
<th>( \alpha_6 )</th>
<th>( \delta_i )</th>
<th>( \delta_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_{GB} (\theta = 0) )</td>
<td>0.158</td>
<td>0.720</td>
<td>-0.184</td>
<td>0.158</td>
<td>-3.80 \times 10^{-2}</td>
<td>2.75 \times 10^{-2}</td>
<td>7.54 \times 10^{-2}</td>
</tr>
<tr>
<td>( \phi_{GB} (\theta = 1) )</td>
<td>0.0543</td>
<td>0.615</td>
<td>-0.128</td>
<td>1.84 \times 10^{-2}</td>
<td>3.24 \times 10^{-3}</td>
<td>-9.10 \times 10^{-4}</td>
<td>0.708</td>
</tr>
<tr>
<td>( \phi_{GB} (\theta = 2) )</td>
<td>-0.0561</td>
<td>0.569</td>
<td>-8.43 \times 10^{-2}</td>
<td>1.81 \times 10^{-2}</td>
<td>3.03 \times 10^{-3}</td>
<td>2.83 \times 10^{-5}</td>
<td>0.762</td>
</tr>
<tr>
<td>( \phi_{GB} (\theta = 3) )</td>
<td>-0.158</td>
<td>0.591</td>
<td>-0.112</td>
<td>3.65 \times 10^{-2}</td>
<td>-5.04 \times 10^{-3}</td>
<td>4.56 \times 10^{-5}</td>
<td>0.683</td>
</tr>
<tr>
<td>( \phi_{GB} (\theta = 4) )</td>
<td>-0.252</td>
<td>0.577</td>
<td>-0.106</td>
<td>1.32 \times 10^{-2}</td>
<td>6.17 \times 10^{-4}</td>
<td>-2.74 \times 10^{-3}</td>
<td>0.597</td>
</tr>
<tr>
<td>( \phi_{GB} (\theta = 5) )</td>
<td>-0.323</td>
<td>0.356</td>
<td>-1.87 \times 10^{-2}</td>
<td>-8.24 \times 10^{-2}</td>
<td>3.06 \times 10^{-2}</td>
<td>-3.24 \times 10^{-3}</td>
<td>0.744</td>
</tr>
<tr>
<td>( \phi_{GB} (\theta = 6) )</td>
<td>-0.404</td>
<td>0.277</td>
<td>2.01 \times 10^{-2}</td>
<td>-3.49 \times 10^{-2}</td>
<td>1.86 \times 10^{-2}</td>
<td>-9.86 \times 10^{-4}</td>
<td>0.825</td>
</tr>
</tbody>
</table>

Figure 5: (a) The excess traction-separation behaviour for different phosphorus contents. The black solid curve corresponds to that for infinitely slow tensile rate. (b) Comparison of the grand force potential for the different impurity contents. The locations of cusps correspond to the peak stress positions and the vertical lines correspond to the points at which the transition between different coverage degrees occur.

work of fracture is reduced to 5.1, 4.7, 4.5 and 4.1 J/m\(^2\), respectively, and for \( \theta = 5 \) and 6 the work of fracture is further reduced to 3.2 and 2.4 J/m\(^2\), respectively, implying that the increased impurity coverage substantially reduces the work of fracture.

4.5. Traction-separation behaviour

Depending on the loading conditions that the material is subjected to, the material response may differ. Mainly, owing to impurity transport, the tensile behaviour may vary substantially if the material is subjected to high or low strain rates, which also influence the peak stress of the material. To investigate these extremes, we consider two cases: (i) a high strain rate for which no impurity diffusion occurs, and (ii) a low strain rate, such that the impurities are allowed diffuse to obtain chemical equilibrium in the cohesive zone. The former of these can be considered to be a special case where the chemical potential for the pure phosphorus is very low and for the latter the strain rate is assumed to be infinitely slow, such that no time scale is considered but rather thermodynamic equilibrium is assumed at all time. For the first case, the traction-separation behaviour for the excess can be obtained simply by the differentiation of (7), which can be seen as the dashed and dash-dotted curves in Figure 5(a). They reveal that the peak stress for a clean grain boundary (i.e. \( \theta = 0 \)), is lower than that of the perfect bulk in the [310]-direction. Specifically, it reduces from 49 to 34 GPa by the grain boundary introduction, which suggests a weakening of the cohesive strength. This is in line with experimental observations, that there is an affinity towards grain boundary cleavage in tungsten alloys [16]. Thus, because the work of fracture and the peak stress is lower, the threshold for decohesion is reduced, which could imply an embrittlement. However, because it presently is unknown how impurity-free grain boundaries affect the dislocation behaviour, it cannot be concluded whether clean grain boundaries reduce the ductility or not. Nevertheless, this reduction in peak stress is a strong indication that grain boundaries alone may contribute to a weakening, which can promote cleavage. By introducing P-impurities to the grain boundary, the peak stress is gradually reduced from 34 GPa and for \( \theta = 0 \) to 24 GPa for \( \theta = 4 \). Increasing the the P content further, by inhabiting octahedral sites below the grain boundary interface as indicated in Figure 1(d), reduces the peak stress even further to 13 GPa for \( \theta = 6 \).

To account for the possibility of impurity diffusion it is necessary to vary the impurity content as function of the applied stress. To this end we study how the grand force potential (Eq. (1)) varies with stress, with the chemical potential obtained from Eq. (9). This approach gives an indication of how the traction-separation properties are affected by the varying impurity coverage during the gradual crack opening. In Figure 5(b) it is seen that from zero stress up to about 6.2 GPa, the lowest grand force potential configuration is that of \( \theta = 2 \), which concurs with the fact impurities preferentially segregate at the grain boundary. If the stress is increased above 6.2 GPa the curves for \( \theta = 2 \) and \( \theta = 3 \) cross such that the cohesive zone separation increases discontinuously to accommodate diffusing impurities to the cohesive zone, which is represented by the first horizon-
tal plateau observed in Figure 5(a). As shown by the vertical lines in Figure 5(b) this type of transition is repeated again at 15 and 17 GPa, such that the grain boundary coverage increases to $\theta = 4$ and finally $\theta = 5$, respectively. Thus, as indicated in Figure 5(a), the peak stress corresponds to that of $\theta = 5$ (18.5 GPa), which suggests a significant reduction in cohesive strength in the presence of solute and diffusing P-impurities in the grain boundaries. Compared to the perfect bulk tungsten this corresponds to a reduction to less than half in peak stress, which is a strong indication that the material becomes increasingly susceptible to grain boundary cleavage. Because no transformation to the system corresponding to $\theta = 6$ is observed before the maximum stress of the $\theta = 5$ curve is reached, it does not affect the peak stress. However, because the grand force potential for $\theta = 6$ is lower than that for $\theta = 5$ after the peak stress has been reached, it is expected that P atoms will completely cover both free surfaces after the cleavage has occurred.

Phosphorus diffusion in single-crystalline tungsten is characterised by a high activation energy ($Q = 510$ kJ/mol for $T > 2150$ K) and a diffusivity $D_0 \sim 27 \text{ cm}^2/\text{s}$ [85], which are comparable to the tungsten vacancy based self-diffusion ($Q = 600$ kJ/mol, $D_0 = 19 \text{ cm}^2/\text{s}$ [86]). We expect the diffusion to be relatively high following the increased vacancy clustering due to irradiation and the high operating temperature in fusion reactors. Moreover, transport along surfaces of nano and micro cracks will occur rapidly. Because the peak stress is gradually lowered as the impurities agglomerate at the stressed zone, even a static load can give rise to crack propagation. This may result in delayed cracking of the material even if the stress levels initially are below the peak stress. Although the modelling does not predict any time scale related to the loading rate that can be used to predict which approach is more appropriate to use, we expect the situation to end up somewhere between the results of low chemical potential and infinitely slow strain rate modelling. Thus, a peak stress in the range 18-34 GPa is expected.

5. Summary and conclusions

In the present work we have studied the influence of phosphorus impurities on the grain boundary cohesion of a $\Sigma 5(310)[001]$ grain boundary in tungsten by means of DFT modelling in conjunction with a thermodynamic analysis of cleavage performed at constant chemical potential. Pure (i.e. impurity free) grain boundaries have a lower cohesive strength than the perfect bulk and the work of fracture and peak stress decrease as the impurity content gradually increases. Thus, phosphorus segregated in the grain boundary contributes to the promotion of cleavage. These results concur with experimental observations.

To understand the mechanism behind the impurity induced cohesive reduction of the grain boundary, we perform bonding electron density and Bader charge analyses. The analyses reveal that there is an electron transfer from the surrounding tungsten to the impurity atoms. Based on the electron density distribution it is concluded that no significant covalent bonding is formed between the matrix and the impurity atoms. Thus, the bonding is of polar character and relatively weak, such that the impurities act as negatively charged screened ions weakening the grain boundaries. These findings are in line with predictions based on the unified theory of Cottrell [84].

The modelling shows that the impurities preferentially segregate as in the grain boundaries as opposed to in the bulk, which concurs with experimental observations. The thermodynamic analysis predicts that further impurities will diffuse to the loaded region in order to retain thermodynamic equilibrium at constant chemical potential as the stress increases. This leads to a gradual reduction in the grain boundary peak stress. Thus, depending on the loading conditions (e.g. loading rate, crack propagation speed etc.) the P atoms may agglomerate at the crack tip and gradually reduce the peak stress of the cohesive zone. For slow or static loading this may result in delayed cracking that is diffusion driven.
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