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Abstract— With continuous deployment of software functionality, a constant flow of new features to products is enabled. Although new functionality has potential to deliver improvements and possibilities that were previously not available, it does not necessarily generate business value. On the contrary, with fast and increasing system complexity that is associated with high operational costs, more waste than value risks to be created. Validating how much value a feature actually delivers, project how this value will change over time, and know when to remove the feature from the product are the challenges large software companies increasingly experience today. We propose and study the concept of a software feature lifecycle from a value point of view, i.e. how companies track feature value throughout the feature lifecycle. The contribution of this paper is a model that illustrates how to determine (1) when to add the feature to a product, (2) how to track and (3) project the value of the feature during the lifecycle, and how to (4) identify when a feature is obsolete and should be removed from the product.
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I. INTRODUCTION

Starting with agile development [1] and evolving towards Continuous Deployment [2], software companies seemingly improve existing functionality and deliver new features to products quicker than ever before. In this way, value is assumed to be generated to customers and users continuously with every update and deployment [2]. However, although companies are adopting techniques to validate the value of the features during development, shortly after and while they are being deployed [3], [4], [5], [6], [7], very little is known on how to track feature value over its lifetime and what actions to perform when a feature no longer adds value to the product.

As new software features are being introduced, existing products and features age and become over time less and less amenable to necessary adaptation and change [8], [9]. This process often results in higher maintenance cost and overall product complexity [10]. As a consequence, and what we explore in this paper, is that the value of the feature changes over time and, eventually, becomes negative. In that case, it is more beneficial for a company to remove the feature from the system than to keep maintaining it.

Based on the case study research in three large software companies, we study how feature value can be continuously validated during its lifetime and which actions to perform when the value it delivers reaches or falls under a certain threshold. The contribution of this paper is a model that illustrates how to determine (1) when to add the feature to a product, (2) how to track and (3) project the value of the feature during its lifetime, and how to (4) identify when a feature no longer adds value to the product and how it should be removed.

The remainder of this paper proceeds as follows. In section II we present the background on product lifecycle and prior research on feature value. In III, we describe our case companies and the research methodology that we applied in this paper. In section IV, we present the findings of this study and their challenges, which we adress in section V with the introduction of the feature lifecycle model. Finally, section VI discusses the conclusions and future work possibilities.

II. BACKGROUND

In software development a feature is a component of additional functionality, additional to the core software. Typically, features are added incrementally, at various stages in the lifecycle, usually by different groups of developers [11].

Ongoing expansion or addition of new features in software products, known also as feature creep or ‘featuritis’, is a well seen pattern in software companies today, [12] [13], [14]. As new software features are being introduced, existing products and features age and become over time less and less amenable to necessary adaptation and change [8], [9]. Norman [15] recognized that software complexity increases as the square of the new features being introduced. Therefore, and in order to control the evolvement of a product and manage its development, we investigate product lifecycle management research literature.

A. Product Lifecycle

Product Lifecycle Management is a business activity of managing, in the most effective way, the product all the way across its lifecycle [16]. It is a process that starts with the very first idea about the product and lasts all the way throughout development and until its retirement. Althoug it is mainly associated with engineering tasks, it also involves marketing, product portfolio management [17] and new product development [18] activities.

A traditional product lifecycle consists of four stages i.e. the introduction, growth, maturity and decline [19]. In the introduction stage, the companies seek to build product awareness and identify the market and potential customers. The
value hypotheses about the features are proposed and being tested with potential customers, primarily with more qualitative feedback collection techniques such as interviews, focus groups and customer journeys [20].

During the growth, the companies strive for reaching a wider market share by expanding their products and introducing new functionality. Customer feedback is typically collected in prototyping sessions in which customers test the prototype, discuss it with the developers and user experience specialists. At the same time, the initial hypothesis about product value are updated with new information [20], [21].

When the product is in its mature stage, companies implement strategies to maintain the market share by e.g. promoting the differentiating functionality that attracts and locks the customers. And although the companies are aware that more than a half of the features that already exist in their products are never used [22], they increasingly invest into developing new functionality. This results in a situation where many features attract similar amount of attention and receives an equal amount of R&D investments. As a result, more and more legacy exists in products, and companies spend increasing amounts of effort and resources for managing the product and maintaining it [8], [9].

The decline stage is where the cost and interest of investing into functionality that is not appreciated by the customers is being paid. At this time, companies are aware that functionality in the products is costing more to be maintained as it delivers revenue and are forced to either reduce costs and continue to offer it, possibly to a loyal niche segment, or completely remove it from the portfolio [19], [17].

And although the companies are aware that some features, at some point in time, cost more than what they add in terms of value, they do not have the data to support this and to understand when this happens. Assessing of feature value is, so far, an ad-hoc process with limited traceability and poor tool support [23].

B. Feature Value

Value from the customer point of view is an increasingly studied concept in the literature [24], [25], [26]. Porter’s [25] value chain framework, for example, analyzes value creation at the companies level that identifies the activities of the firm and then studies the economic implications of those activities. Hemilä et al. [26] divide the benefits of a product or a feature among four types, i.e. functional, economic, emotional and symbolic value.

Functional feature value focuses on the functionality and offerings. Traditionally, value proposition was based on the functional features of product or services. Here, the value for the customer is e.g. new feature in the product or an improvement of the existing solution. Economic feature value focuses on price. Here, customers are e.g. offered the product or service functionality under a lower price than before or compared to the competitor. Emotional feature value focuses on customer experience. The meanings of emotions and feelings have already been important in e.g. automotive industry. Today, however, they are increasingly becoming important also in the service system value creation. Symbolic feature value Focus on meaning. In the last years, consumers increasingly prefer to purchase products that are produced from recyclable material or run on green energy.

To measure, asses and visualize how much of value a feature delivers over time, multiple approaches are seen in the literature. The single metric approach described by Roy [27] treats feature value as a weighted combination of objectives and is highly desired and recommended for situations with a clear strategy. A single metric forces tradeoffs to be made once for multiple goals and aligns the organization behind a clear objective [3]. On the other hand, and when there are multiple strategies in the company, Kaplan et al. [28] suggests a balanced scorecard approach. This approach is valuable when there are multiple objectives in the companies’ strategy and need to be fulfilled independently [29]. These objectives can then be linked back to organizational strategies using, for example, GQM+ concepts [30].

In this paper, however, we recognize that despite the awareness of the increasing system complexity, feature value is not being systematically and continuously validated. This results in a situation where features are never removed and start to have, after a certain time, a negative effect on the product. We propose a concept of ‘feature lifecycle’ to demonstrate how the value of a feature in connected products can be assessed over time in order to be more proactive in conducting feature management decisions. The contribution of this paper is is a model that illustrates how to determine to add the feature to a product, how to track and project the value of the feature during the lifecycle, and how to identify when a feature is obsolete and should be removed from the product.

III. RESEARCH METHOD

This research builds on an ongoing work with three case companies involved in large-scale development of software products and it was conducted between August 2015 and December 2015. For the purpose of this research, we selected the case study methodology as an empirical method [31]. Since research in software engineering is to a large extent a multidisciplinary area aimed to investigate how development and maintenance of software features is conducted from a value point of view, we found the case study approach appropriate for this research [31]. To objectively obtain the detailed information on how companies perceive feature lifecycles, track and validated feature value, a real world setting was required.

Based on experience from previous projects on how to advance in continuous validation of customer value [6], [4], we held three separate workshops with each of the companies individually. After the workshops, we performed an interview study in which we met with a total of 22 people from the companies involved in this study. We list the participants and their roles in Table 1 below.
DESCRIPTION OF THE COMPANIES AND REPRESENTATIVES.

<table>
<thead>
<tr>
<th>Company and their domain</th>
<th>Representatives</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Company A</strong> is a provider of telecommunication systems and equipment, communications networks and multimedia solutions for mobile and fixed network operators. The company has approximately 25,000 Employees in R&amp;D. Participants marked with an asterisk (*) attended the workshop and were not available for a follow up interview.</td>
<td>1 Product Owner 1 Product Manager 2 System Managers 2 Software Engineer 1 Release Manager 1 Area Prod. Mng. 1 Lean Coach* 1 Section Mng.*</td>
</tr>
<tr>
<td><strong>Company B</strong> is a software company specializing in navigational information and optimization solutions. Company B has approximately 3,000 Employees in R&amp;D. All workshop participants were interviewed.</td>
<td>1 Product Owner 1 System Architect 1 UX Designer 1 Service Manager</td>
</tr>
<tr>
<td><strong>Company C</strong> is a manufacturer and supplier of transport solutions construction technology and vehicles for commercial use. The company has approximately 20,000 Employees in R&amp;D. All the participants that attended the workshop were interviewed. In addition, a sales manager and one technology specialist were interviewed.</td>
<td>1 Product Owner 2 Product Strategists 2 UX Managers 2 Function Owners 1 Feature Coord. 1 Sales Manager 2 Technology Spec.</td>
</tr>
</tbody>
</table>

A. Data Collection

During the group workshops with the companies, we were always three researchers sharing the responsibility of asking questions and facilitating the group discussion. Notes were taken by two of the researchers. After each of the workshops, the notes were consolidated and shared to the third researcher.

We held semi-structured group interviews with open-ended questions [31]. These questions were asked by one of the researcher while two of the researchers were taking notes. In addition to the workshops, we conducted 22 interviews that lasted one hour and were primarily recorded using an iPhone Memo recording app. Individual Interviews were conducted and transcribed by one of the researchers. In total, we collected 13 pages of workshop notes, 138 pages of interview transcriptions, and 9 graphical illustrations from the interviewees. All workshops and individual interviews were conducted in English and lasted three and one hour respectively.

B. Data Analysis

During analysis, the workshop notes, interview transcriptions and graphical illustrations were used when coding the data. The data collected were analyzed following the conventional qualitative content analysis approach [32] where we derived the codes directly from the text data. This type of design is appropriate when striving to describe a phenomenon where existing theory or research literature is limited. Two of the researchers first independently and then jointly analyzed the collected data and derived the final codes that were consolidated with the third and independent researcher who also participated at the workshops. For example, when the interviewee referred to value of the feature, we marked this text and labelled it with a code ‘feature value’. Similarly, we labelled the remainder of our interview transcriptions. As soon as any questions or potential misunderstandings occurred, we verified the information with the other researcher and participating representatives from the companies.

C. Validity considerations

**Construct validity:** We conducted two types of interviews. First, the group semi-structured interviews at the workshops and second, individual interviews with representatives working in several different roles and companies. This enabled us to ask clarifying questions, prevent misinterpretations, and study the phenomena from different angles. We combined the workshop interviews data with individual interviews. Two researchers, guaranteeing inter-rater reliability, independently assessed the notes. And since this study builds on ongoing work on feature value tracking and validation throughout the product lifecycle, the overall expectations between the researchers and company representatives were aligned and well understood upfront.

**External validity:** The results of the validation cannot directly translate to other companies. However, and since these companies represent the current state of large-scale software development of embedded systems industry [6], [4] we believe that the results can be generalized to other large-scale software development companies.

IV. FINDINGS

In this section, we present our empirical findings. In accordance with our research interests, we first outline the current state of assessing feature value throughout the feature lifecycle in our three case companies. Second, we list the challenges that are associated with these practices. We support each of the sections with illustrative quotes from our case companies.

A. Current State

In the case companies the value of the features is being assessed unsystematically and ad-hoc. Consequently, features are added to the product when they are built and removed when the management assumes no one uses them.

- **Tracking of feature value:** Our case companies collect customer feedback as distinct points in the development cycle. They aggregate these data to build an understanding of feature value at feature prioritization time and after it is deployed in the field. However, and although various roles posses the partial data about individual values of the feature, they do not consolidate this information or monitor how it changes over time. As a consequence, and since every team looks at a different factor of the feature, the value differs throughout the organization, teams and units. An objective measure of the value is thus never calculated, leaving the organizations with several different understandings of feature value for every factor that they analyze it for. This situation is illustrated in the following quotes:

  “The problem is that I don’t really see all the counters explicitly... I only see some specific parameters. It is not really all.” – System Manager from Company A.
Adding features to products: Our case companies continuously develop new features for their products. To validate the prototypes and steer development, they extensively collect customer feedback from the customers, users of the product, and directly from the products. When the development is done, this success typically becomes celebrated with as early deployment to the customers as possible.

“When things are working good, we are having a launching customer.” – System Architect from Company B

Feature value is assessed ad-hoc: Initially validated value of the feature after its completion of development and deployment is assumed to remain near constant throughout its lifecycle. The next time the value of the feature is assessed again is when a customer experiences a problem with the feature.

“Normally we take the results that we see if we really deviate in one area, we hear it from customers”

– Product Strategists from Company C.

Features are seldom removed from the products: Once the features are build and deployed to the customer, they typically stay in the product. This causes the companies an increase in complexity and expenses for operations of the product.

“We could remove features. To remove the complexity! We are always increasing the complexity and that is a big problem.” – System Manager from Company A.

B. Challenges

Based on our interviews, we see that there are a number of challenges associated with not being able to continuously assess feature value throughout its lifecycle. For example, our interviewees all report difficulties in identifying the value of the feature and using this information to identify the next actions, i.e. when to deploy the functionality or remove it from the system.

Tracking and projecting feature value over time: Since there is no traceability between one measurement of feature value and the second one, knowing whether a new version of the feature is better or not is not intuitive. This situation is illustrated in the following quote:

“We get feature which is broken down and then this value somehow got lost when it was broken down.”

– Software engineer from Company B.

“I would like to be able to provide the sales force with more description of the actual features products benefits services in a simple speech, but also the quantitative figures, in what situation, what segment…”

– Sales manager from Company C.

Identifying when it is valuable to deploy features:

Although the principles of lean methodology stress early deployments and learnings, features should be deployed not when they are ready but when it is valuable to do so, i.e. when they will deliver value greater than a certain threshold defined by the strategy. Since the traceability of feature value is limited, features in our case companies are deployed even though they don’t deliver enough value in that moment. We illustrate this situation in the following quote:

“It would be great if we could draw those possibilities on a whiteboard and get the percentage.”

– Product Manager from Company A

Identifying when to remove features from the product:

Due to a lack of objectively assessing feature value and projecting it over time, it is very difficulty for our case companies to know when the feature does not deliver any more value as it costs to have it in the product. Consequently, removing the features from the product is done unsystematically and with consequences. Moreover, our case companies report that features stay in the products even though they are aware that no one is using them, buying the product because of them, or serve any compliance purpose. This situation is illustrated in the following quotes:

“A developer wants to know if the code is being used so he knows if he or she can remove the code. How big the impact will be or what value should we set for that.”

– Software Engineer from Company A

“Can we obsolete certain parts of the system that we maintain for backward compatibility reasons but maybe they are not used or maybe they can be replaced by something else?”

– Service Manager from Company B

“If we go 5 years back, we see that we have many features that have never been tested or used. It is a beauty contest.”

– Product Owner from Company A

V. Feature Lifecycle Model

To assess feature value and model how to track it over its lifecycle, we first provide a feature value equation. Based on a single metric approach that consolidates multiple factors, this equation captures quantitative value for features in their lifetime. Second, we present the general feature lifecycle model as a function of value equation over a typical lifetime of a feature.

A. Feature Value Equation

Typically, companies initiate new feature development with a strategy decision. At this time, high-level requirements yield an idea about the feature purpose and what the net benefits will be for the company when this particular feature is in the product.
We describe the calculation of feature value ‘\( V \)’ over time ‘\( t \)’ as a single metric approach and define it as a matrix product between value factors ‘\( F \)’, their relative weights ‘\( W \)’ and an interaction matrix ‘\( I \)’. We illustrate this with Equation 1 below.

\[
V(t)_{ixi} = (F(t)_{ixj} \cdot W(t)_{jki}) \cdot I_{ixi} \quad \text{Equation 1.}
\]

The number of lines ‘\( i \)’ in factor Matrix ‘\( F \)’ equals to the number of features being assessed. Every line ‘\( i \)’ in matrix ‘\( F \)’ contains factors that relate to feature ‘\( i \)’. The number of columns ‘\( j \)’ equals to the number of these factors that constitute feature value. They originate from the Key Performance Indicators (KPIs) and high-level strategy guidelines that are available within the organization, and need to be normalized.

Examples of these factors are capacity, system load, latency, net profit, market demand, feature usage, etc. Previous researchers abstract these factors and distinguish, as we describe above, between four different types: Functional, Economic, Emotional and Symbolic [26]. In our model, and in order to be aligned with the distinction, we recommend arranging related factors in matrix ‘\( F \)’ together (i.e. keeping columns that resemble functional value on the beginning of the matrix, followed by columns with factors that resemble economic, emotional and symbolic value).

Since not all of the factors are of equal importance, we weight them with the corresponding column from matrix ‘\( W \)’. In each column in ‘\( W \)’, the weights represent the relative importance of each of the factors for a certain value. Although the weights can differ throughout the matrix ‘\( W \)’ (e.g. a certain factor can have more importance for one feature, and another factor for yet another feature), the weights are required to be allocated in a normalized fashion. Consequently, the sum of values in every column in matrix ‘\( W \)’ equals to one.

We name the third matrix to be the interaction matrix ‘\( I \)’. Features are typically developed and tested in isolation, or with a particular product use-case. However, when several features are added to a product, there may be interactions (i.e. behavioral modifications) between both the features already in the product, as well as with features in a related product. And although the focus of this research is not to study how features interact with each other (for that see e.g. [11], [33]), we believe that the possibility to take the interaction into the calculation of the feature value should exist. When the interaction is nonexistent, i.e. between features that do not change the behavior of each other, the interaction matrix is an identity matrix (ones in the diagonal and zeroes elsewhere). On the other hand, when the interaction is recognized, the relative contribution between pairs of features increases from zero to the percentage detected in the interaction.

We provide an example calculation of feature value using Equation 1 for three features that do not interact with each other on Fig 1. below.

\[
\begin{bmatrix}
V_1 \\
V_2 \\
V_3
\end{bmatrix} =
\begin{bmatrix}
F_{11} & F_{12} & F_{13} \\
F_{21} & F_{22} & F_{23} \\
F_{31} & F_{32} & F_{33}
\end{bmatrix}
\begin{bmatrix}
W_{11} & W_{12} & W_{13} \\
W_{21} & W_{22} & W_{23} \\
W_{31} & W_{32} & W_{33}
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
0 \\
0 \\
\end{bmatrix}
\]

\begin{tabular}{|c|c|c|}
\hline
\textbf{Feature Values} & \textbf{Factors} & \textbf{Weights} \\
\hline
\textbf{Interaction} & \textbf{Interaction} & \textbf{Interaction} \\
\hline
\end{tabular}

In this example, and by using standard matrix multiplication between the factor matrix ‘\( F \)’ weight matrix ‘\( W \)’, the factor line ‘\( F_{11}, F_{12}, F_{13} \)’ is multiplied with its relative importance column ‘\( W_{11}, W_{21}, W_{31} \)’. The result is a square matrix multiplied with an interaction matrix. The later in this particular case is an identity matrix as no interaction is assumed. The result is an array of values ‘\( V_1, V_2, V_3 \)’ for every feature. Should there be interaction between features, the final calculation would capture the proportion of the interaction in each of the values due to the matrix multiplication effect.

B. Feature Lifecycle Model

In this paper, we focus on how value of a feature changes over time and what actions can be taken at certain milestones. We illustrate an example lifecycle of a typical software feature on Figure 2 below. On the horizontal axis we list the most important milestones in a feature lifecycle i.e. feature development start – \( t_0 \), first deployment – \( t_1 \), adoption – \( t_2 \), peak – \( t_3 \), equilibrium – \( t_4 \), removal optimum – \( t_5 \) and finally, the removal of the feature – \( t_6 \).

On the vertical axis, we plot feature value over its lifecycle. Although illustrated as a parabolic arc for a better presentation, dotted lines around the descending curve on Figure 2 should remind the reader that in practice the value does not necessarily increase or descend as an exact parabolic function of time. Time segments between value changes can be shorter or longer, depending on practitioners development practices, feature feedback collection intensity etc. Consequently, the value of the function may alternate to a certain extent within the segments, both due to the development practices and natural variation of the collected data.

![Feature Lifecycle](image)

**Fig. 2. Feature Lifecycle Model.**

We describe the segments of the feature lifecycle model, which we label on Fig. 1 with A–E, in the paragraphs below.

A – Feature Infancy: In the early phases of pre-development, companies start to construct an understanding of what will the value of the feature constitute of. We label the time \( t_0 \) to be the moment in time when feature first appears at the strategy level, where early hypotheses are being formed. During the period A, which lasts from the moment \( t_0 \) until the feature is deployed to the first customer \( t_1 \), companies collect qualitative customer feedback using customer journeys, interviews, questionnaires and survey forms to hypothesize what their customers’ needs
are. At this stage, contextual information on the purpose of the feature with functional characteristics and means of use are typically collected by customer representatives. Typically, this information is used to form functional value requirements of the feature, which translate to factors ‘F’ in Equation 1. At the same time as the factors are defined, weights in ‘W’ are determined. For example, if the feature is facing the user, more weight might be assigned to usability, experience and similar factors. On the other hand, and if the feature being modeled is satisfying a regulation, usability and experience receive less weight, which is instead assigned to i.e. compliancy.

The development units in the company develop early prototypes of the feature and measure how close the realized product is in comparison to the requirements. Since no customer is actually using the feature in this period A, no value for the company is generated (illustrated with a flat line on Fig. 1).

**B - Feature Deployment:** When a minimal feature instance is developed to the extent that it can be practiced, practitioners can deploy it to a test customer, and for the first time, assess how well their implementations realize the expectations in the field. Typically, at this moment companies would deploy the feature in a ‘silent mode’ to the customers to maintain integrity and activate it incrementally with the test customer. We label the point in time when the first real customers adopts the feature with t1. The feedback at this moment is typically mixed and needs to be quantified. Typically, it consists of both qualitative information on e.g. design decisions and quantitative operational data [20]. With new input, the values of the factors in matrix ‘F’ are continuously updated using the quantified customer input. As a result, practitioners get feedback on product behaviors and initial performance data that can be used to calculate the current value of the feature.

**C – Feature Inflation:** After the first deployment t1, customer adoption of the feature intensifies. Companies strive to provide marginal improvements that will differentiate them from the competitors. For this purpose, they continuously experiment with the customers to identify the version of the feature that delivers the most value. New iterations of the feature are continuously deployed and controlled A/B experiments can be performed to identify the gain [20], [34]. Due to the approach in Equation 1 with a single metric that forces tradeoffs to be made once for multiple goals, companies are enabled to determine whether the incremental improvement actually delivers more value compared to the version before [3]. Again, with new input, the values of the factors in matrix F need to be continuously updated using the customer feedback. The feature development stops completely at the moment when there is no statistical difference in feature value between sequential iterative versions of the feature.

**D – Feature Recession:** Customers will typically stop paying for existing features in favour of something newer and better. At a certain point in time, the value of the function will reach the peak, which we label on Fig.1 as t3. Finding the maximum of the value function is the goal of mathematical optimization. And since feature value is calculated on an ongoing basis, companies can store the historical values and use them for projectonng trends. By identifying the equation of the curve using e.g. polynomial regression, practitioners can find the point when the value starts to steadily decline. The peak value t3 is the point where the first derivative of the regression function equals to zero and the second derivative is negative. From hereafter, the directional coefficient of the first derivative is negative, projecting a decline of feature value.

There may be several reasons for the value of a function to start steadily decreasing. Although the aim of this research is to confirm this phenomenon and not to address its causes, we name a few of them. Features age and occasionally loose their purpose over time. Customers might churn to the competitors or use existing alternative functionality. Also, and since new features are increasingly being introduced to the product, existing features get replaced or even interact negatively with the new ones [33]. Consequently, they cause increase in operational expenses [8], [9].

As an example of reducing system complexity and consequently, lowering the costs of the operation, companies might consider to start commoditizing and opening the features to a wider community [10]. By open-sourcing the features, resources are freed from maintenance and support. Consequently, and by lowering the operational costs, the derivative of the value function becomes less negative, which enables maintaining the value of the feature at a higher level for a longer time (the slope after t3 in Fig 2 is decreasing at a slower pace).

**E – Feature Removal:** Regardless of the restructuring and efforts made into reducing feature costs, the value of the feature essentially becomes equal to the costs of its operation and maintenance. We label this point in time on Fig. 2 as t4 - value equilibrium. Although not yet costing, product management should already consider ways of removing this feature from the product. Ultimately, product managers should seek to identify any feature whose removal would have no impact on the value of the overall product. When the monetary value of the feature falls below the maintaining and supporting cost, as the feature presents a liability to the product and detracts the customers from other value-adding features. At this time, and until point in time t5, the cost of removal of the feature is lower or equal to the operational costs of the feature. The point t5 is the point in time where the cost of removal a feature is lower as the interest the company will pay by not removing the feature after this time.

**VI. DISCUSSION**

Ongoing expansion and addition of new features in software products, is a well seen pattern in software companies today [12] [13], [14]. With many new features being introduced on a continuous basis, existing features age and become over time less and less amenable to necessary adaptation and change [8], [9]. And although the companies are aware that some features, at some point in time, cost more than what they add in terms of value, they do not have the data to support this and to understand when this happens. Assessing feature value has, so far, been an ad-hoc process with limited traceability and poor tool support [23]. As a consequence, companies do not deploy features when they deliver value or remove them from the product when they stop being valuable.
In response to the challenges and implications presented above, we suggest the feature lifecycle model. There, we illustrate how feature value can be defined as a linear combination of factors and weights and validated over time. This helps companies in knowing when to deploy a feature or remove it from a product. In particular, the model helps companies with:

1) **Validating feature value over time:** The single metric approach in our value equation is a compact method of combining feature factors that constitute the value of the feature with their weights. In particular, this approach allows that there might be several variables that constitute feature value (factors), each with a different importance (weight). Moreover, the model combines in a single metric weights and factors for multiple features, taking into consideration the possibilities with alternating weights and feature interaction. As a result, the equation yields feature value as numbers which are effortless to compare in-between. This is especially useful in situations when smaller increments of the feature are being tested and product management requires fast-feedback whether the new increment actually delivers more value in comparison to the old versions of the feature.

2) **Projecting feature value over time:** By accumulating feature value that was calculated using our model, practitioners are enabled to use the data to project future trends. For this, several supervised machine learning algorithms can be used. Polynomial regressions, which we mention in our paper is one of them. Essentially, the projection of feature value can both help companies to better plan their resources for possible feature maintenance or removal, as well as to better estimate the future gain or loss of value.

3) **Deploying features when it is valuable to do so:** With a clear calculation of feature value using a single metric, companies can deploy features when they deliver the value, instead of when they are developed. Our model suggest the deployment in a ‘silent mode’ to allow for a timely validation with test customers and revealing the feature at other customers only when its value is above a threshold defined by the strategy. By projecting feature value over time, the practitioners are better aware how they are progressing and which factors require more attention.

4) **Removing features from the product:** The feature lifecycle model raises awareness about software features and changes the perception about their lifecycle. It illustrates that the value of the feature not only drops over time, but also becomes negative. The model helps practitioners to identify when the equilibrium will change to imbalance, costing the product and organization. In particular, it enables practitioners to plan the removal before the negative value of the feature costs more than the actual process of removing the feature.

**VII. CONCLUSIONS AND FUTURE WORK**

With continuous deployment of software features, a constant flow of new features to products is enabled. As a result, and with fast and increasing system complexity that is associated with high operational costs, more waste than value risks to be created over time.

To help companies assess feature value throughout the lifecycle, and to avoid situations with features in products with negative impact, we propose and study the concept of a software feature lifecycle from a value point of view. Based on the three case companies, we demonstrate how to track feature value throughout its lifecycle. The contribution of this paper is a model that illustrates a feature lifecycle. It helps companies to determine (1) when to add a feature to the product, (2) how to track and (3) project the value of the feature during the lifecycle, and how to (4) identify when a feature is obsolete and should be removed from the product.

In future work, we intend to (I) detail the feature lifecycle model by studying the differences in feature value between distinct types of features (e.g. commodity features vs. innovative features), and (II) validate our feature lifecycle model in other software intensive companies.
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